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Energetics and the Role of Defects in Fe(II)-Catalyzed Goethite Recrys-
tallization from Molecular Simulations 
Piotr Zarzyckia* and Kevin M. Rossob* 
aEnergy Geosciences Division, Lawrence Berkeley National Laboratory, 1 Cyclotron Road, Berkeley, California 94720, 
United States 

bPhysical Sciences Division, Pacific Northwest National Laboratory, Richland, Washington, 99352, United States  
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ABSTRACT: Goethite is one of the most stable and common iron (III) minerals at the Earth’s near surface. However, recent iso-
tope-tracer studies suggest that goethite continuously recrystallizes in the presence of aqueous Fe(II) ions. Such studies often indi-
cate the presence of two regimes of atom exchange kinetics, a rapid stage assigned to reactive defect sites initially available at par-
ticle surfaces, followed by slower continuous exchange. An autocatalytic solid-state electron conduction model coupling Fe(II) 
oxidative adsorption to its reductive release at spatially distinct sites has been proposed, but the thermodynamic driving force has 
yet to be pinpointed. Here, using a novel hybrid/reactive molecular simulation method, for goethite (110) surfaces at circumneutral 
pH, we rigorously tested whether surface free energy minimization, including examining the role of structural defects, is sufficient 
to overcome the activation energy for interfacial electron transfer and conduction. The simulations quantitatively show that: i). on 
smooth stable surfaces the available thermal energy at dynamic equilibrium is sufficient to sustain the slow continuous regime of 
atom exchange kinetics via short intra-surface electron conduction pathways of 1-2 nm (3-5 Fe site hops); ii). in this slower regime, 
the model converges to atom exchange kinetics of 10-5 Fe s-1 cm-2, a rate recently deduced from stochastic modeling of experi-
mental data and linked to the reductive dissolution rate of goethite; iii). the driving force for initially rough defective goethite sur-
faces to smoothen can accelerate atom exchange to an extent quantitatively consistent with that observed in the initial rapid stage, in 
this case accessing conduction pathways of up to 8 nm. The findings suggest that the interaction of Fe(II) with initially defective 
goethite surfaces can drive, by the conduction model, atom exchange that is capable of recrystallizing the interiors of nanoscale 
particles, and that, closer to equilibrium on smooth surfaces, slower atom exchange continues in perpetuity but likely involving only 
the outermost atomic layers.

 

INTRODUCTION 
Iron(III) oxide and oxyhydroxide minerals are one of the 

most ubiquitous components of soils and sediments, often 
dominating the reactive surface area as fine-grained coatings 
of secondary precipitates on primary grains.  They comprise a 
key sorbent of heavy/trace metals and organic contaminants 
and nutrients.1 Transformations of these phases from one min-
eral to another can occur in response to changes in environ-
mental variables (e.g., temperature, pressure, pH, redox poten-
tial), impacting the retention and cycling of associated com-
pounds.1-4 Given their high thermodynamic stability, most of 
these transformations exhibit slow kinetics. However, rates are 
often much faster under reducing conditions where aqueous 
Fe(II) becomes stable. In this case soluble Fe(II) interacts with 
relatively insoluble Fe(III)-oxides that together can autocata-
lyze redox reactions at the interface. In particular, interfacial 
Fe(II)/Fe(III) electron exchange appears to be the basis for 
relatively rapid exchange of Fe and O atoms between the solu-
ble and insoluble compartments, leading to facile recrystalliza-
tion of these otherwise recalcitrant Fe(III) oxides and oxyhy-
droxides.4-13  

The focus of the current study is on understanding the 
mechanism of this Fe(II)-catalyzed recrystallization in detail, 
using the Fe(III)-oxyhydroxide mineral goethite (a-FeOOH) 
as the key archetype. Goethite crystallites typically occur in 
nano-to-micron sized lath shaped “rods” bounded by {110} 
prismatic faces and {021} tips.1 Because of their small size, 
microscopic processes occurring on individual particles are 
difficult to isolate.  The majority of the experimental evidence 
to date is in the form of macroscopic batch isotope tracer stud-
ies,5, 6, 8, 13 and bulk characterization of solids by Mössbauer 
spectroscopy7, 14 and ex situ electron microscopy.15 Iron iso-
tope-tracer experiments suggest that aqueous Fe(II) triggers a 
complete recrystallization of goethite within a few days,5-8, 13 
even at circumneutral pH where its solubility product constant 
is no greater than approximately 10-5.9 µM.1 Based on evidence 
for hematite that oxidative adsorption of Fe(II) can couple to 
reductive Fe(II) release by electrical conduction through the 
solid between crystallographically distinct faces,16 a model 
comprised of these same steps was proposed to explain goe-
thite recrystallization.5 The main strength of the model is its 
ability to explain exchange of iron atoms between the solid 
and solution phases in a nominally 1:1 fashion by coupled 
oxidative growth and reductive dissolution on individual parti-
cles, without necessarily having to invoke changes in goethite 



 

total mass or particle physical characteristics such as size or 
shape. The main weakness is that a thermodynamic driving 
force capable of overcoming the work of electron injection 
and conduction12, 17 must be convincingly demonstrated, which 
has so far remained elusive. 

In this regard, much emphasis has been placed on examin-
ing the evolution of goethite particle size and shape during 
recrystallization, because this behavior could yield critical 
clues.5, 6, 18 Electron microscopy studies, which have been lim-
ited to ex situ measurements on particle ensembles, yield in-
consistent conclusions ranging from no detectable change5, 6 to 
a systematic decrease in particle aspect ratio.18 The latter is 
consistent with preferred oxidative adsorption on {110} faces 
coupled to reductive dissolution of (021) faces connected by 
electron conduction along the Fe double-chains comprising the 
fast growth direction of goethite rods.12  However, it remains 
unclear whether longer but higher mobility electron hopping 
pathways between nominally unlike faces (i.e., {110} to {021} 
faces) can outcompete shorter but lower mobility pathways 
between nominally identical {110} faces. It is also unclear 
whether or not surface free energy minimization, such as that 
associated with the progressive decrease in aspect ratio,18 
and/or increase in average particle size through Ostwald ripen-
ing is a thermodynamic driving force large enough to over-
come the resistivity of electron transport through goethite.11, 19, 

20 

 

Figure 1. Illustration of the hypothesized iron atom exchange 
mechanism between aqueous Fe(II) and goethite surfaces (a): 
oxidative Fe(II) adsorption, electron transfer through the solid, 
and reductive dissolution of a distant solid Fe ion. In panel (b) we 
illustrate conceptually how this conduction mechanism of 
preferential dissolution and growth of the opposite faces of a 
particle is proposed to explain the mechanism of a complete-
recrystallization without alteration of the aqueous/solid iron 
ratio.5, 6 

The likely critical role of defects has recently come to 
light; the rate and extent of Fe atom exchange is now known to 
depend, at least initially, on the density of defects such as va-
cancies at the surface.14, 17 With respect to the conduction 
model, it has been hypothesized that cation vacancies can 
serve as reactive sites for enhanced Fe(II) adsorption and elec-
tron injection into the solid, thereby facilitating atom ex-
change.14 Recent Mössbauer experiments suggest that interfa-
cial ET is more facile for cation-deficient goethite surfaces 
that are typical of goethite grown in low temperature aqueous 
solution.14  However, it is also plausible that surface defects 
facilitate atom exchange simply by increasing the dissolution 
rate of the goethite surface. Stochastic simulations of meas-
ured tracer exchange data as a function of particle size and pH 
normalized to the sorbed Fe(II) density revealed an underlying 

atom exchange rate consistent with the expected reductive 
dissolution rate of goethite11, 20 and not theoretically predicted 
interfacial electron transfer or conduction rates.12 In the con-
duction model, this suggests that the rate limiting step in atom 
exchange is the last step in the electron transfer series – reduc-
tion of remote Fe(III) to Fe(II) and/or its detachment from the 
surface, processes that conceptually could be controlled by the 
availability of lower coordinated Fe sites at defective regions 
of the surface. 

Here we report molecular simulations of the coupled evo-
lution of the structure of goethite (110) crystal faces and 
Fe(II)-catalyzed atom exchange by the conduction mechanism. 
The goal is to specifically evaluate whether or not Gibbs free 
energy minimization of atomically rough, imperfect surfaces 
towards smooth ideal surfaces can drive electron conduction 
currents, and over what distances, that would enable the ob-
served 1:1 atom exchange behavior. The modeling approach 
simultaneously accounts for and evolves the surface roughness 
and its associated electrostatic charge gradient at circumneu-
tral pH with coupled growth and dissolution steps at two sites 
with probabilities proportional to the work required to link the 
two sites by interfacial electron transfer and conduction. 
Quantitative estimates of the thermodynamics and kinetics for 
individual steps were enabled by developing and applying a 
new hybrid reactive molecular simulation approach, which 
combines stochastic and deterministic simulation methods. 

Specifically, our approach is based on enabling dynamic 
information passing between the cpHMD simulations of reac-
tive surface structure and charge in water of Zarzycki et al.19, 20 
and kinetic Monte Carlo simulations of surface roughness 
evolution during 1:1 oxidative growth and reductive dissolu-
tion (referred as the KMC-cpHMD). This hybrid approach 
allowed us to explore the coupled dynamics of interacting 
surface electrostatics, formation and breakage of Fe-O bonds, 
and ET processes in a fully-atomistic setting and on a time-
scale approaching real experiments. The simulation is thus 
able to evaluate the balance of various competitive effects that 
yield the net driving force for atom exchange, such as surface 
free energy minimization versus conduction, and how various 
physicochemical gradients across goethite particles decay in 
time as the system evolves towards dynamic equilibrium. 

This study is the first rigorous test of whether or not sur-
face free energy minimization can drive the conduction model 
of Fe(II)-catalyzed atom exchange, as well as helping to con-
strain the possible role of surface defects. The results show 
that the driving force for surface free energy reduction readily 
overcomes the activation energy for electron injection and 
conduction over nanometer distances, leading to initially rapid 
1:1 atom exchange within the first 24 h which later slows to an 
atom exchange rate controlled by the conduction mechanism 
alone, that continues to proceed even when the surface free 
energy is at dynamic equilibrium. The collective atom ex-
change kinetics and extents in the simulations are consistent 
with those reported in the batch tracer studies. Our simulation 
model is designed to be kinetically consistent with the previ-
ously reported the stochastic exchange model and its fit to 
experimental atom exchange data.11  For instance, we find that 
the exchange rate in our KMC-cpHMD simulations converge 
to the nominal Fe-exchange rate of 10-5 Fe/nm2/s as the surfac-
es reach dynamic equilibrium. 11 

 
 

 



 

 

Figure 2. Hybrid simulation approach: (a) overview and (b) the key-algorithmic steps. Kinetic Monte Carlo simulation of Fe(II) exchange 
and surface morphological evolution, constant-pH molecular dynamics of the surface charge response to Fe(II) exchanges, and classical 
molecular dynamics simulation of the interfacial water response. 

 

METHODS 
Here we combine stochastic and deterministic simulation 

methods to sample simultaneously surface chemical transfor-
mations (dissolution, precipitation, evolution of the surface 
charge) and the time-evolution of atoms in configurational 
space. 1:1 dissolution and precipitation consistent with the 
conduction model are simulated using kinetic Monte Carlo 
(KMC), the proton uptake and release from the surface ex-
posed hydroxy groups are simulated using constant-pH mo-
lecular dynamics (cpHMD) method, wherein the interfacial 
water and hydrogen-bond network reorganization are simulat-
ed by classical molecular dynamics (Fig. 2). For simplicity, 
water is treated explicitly only in the cpHMD and MD parts of 
the algorithm, by using the polarizable adiabatic-shell water 
model.12 The force-field parameter values for the (110) goe-
thite/water interface and Fe(II)/Fe(III) ions are taken from our 
previous studies.12, 19, 20 The system was prepared by generat-
ing a goethite slab terminated by opposing (110) faces, the 
initial topography of which could be varied from perfectly flat 
terraces to atomistically rough by a random detachment of a 
subset of Fe atoms in the top layers and part of their coordina-
tion shells (Fig. 3); this procedure when applied progressively 
introduces the surface roughness on a length scale that in the 
extreme case is comparable with the slab thickness. The prob-
ability of Fe detachment we used was inversely proportional to 
the Fe-coordination, but purely random Fe removal and atom 
displacement were also implemented. The removed Fe atoms 
were not redeposited, leaving the surface corrugated and high-
ly defective.  
Kinetic Monte Carlo 

KMC is an efficient sampling method that allows us to 
model the rare/slow events in the system, and to introduce a 
time-dependence to stochastic simulation.21, 22 A key step in 
our KMC algorithm is calculation of the rate for each possible 
Fe-exchange event, which is based on the contributions of 
various coupled processes. 

If Fe-detachment (dissolution) is taken as the rate-limiting 
step, the exchange rate is assumed to be proportional to the 
number of bonds that need to be broken (coordination of dis-
solving mineral building block 𝑗):23  

𝑘#$%&' ≡ 𝑘$)#* = 𝐴exp 0− 234

567
8   (1) 

 where 𝑗 is index of the dissolving fragment, 𝑧$ is coordina-
tion number and 𝜀 is the activation free energy for the dissolu-
tion (here breaking the Fe-O bond). Larger coordination num-
bers of the dissolving site equate to larger activation barriers 
and smaller dissolution (exchange) rates. Under these assump-
tions, Fe-exchange tends to progressively smoothen the sur-
face due to the preferential execution of the fastest processes 
in the KMC-event pool (events with the lowest activation bar-
riers and thus highest probabilities). 

However, within the 1:1 exchange constraint, (reductive) 
dissolution is intimately coupled to (oxidative) precipitation. 
In this case, the total energy barrier thus depends on the num-
ber of bonds broken during the Fe-detachment step offset by 
the number of bonds formed (energy gain) in the Fe-
attachment step. Specifically, we assume that the effective 
activation barrier is proportional to the coordination of the 
dissolving site (𝑗) reduced by the coordination of the newly 
formed precipitate (𝑖):  

𝑘#$ = 𝐴exp 0− (23=2>)4

567
8    (2) 

 where 𝐴 is the effective frequency factor for dissolution, 𝜀 
is the effective activation barrier for the Fe-exchange and Δ𝑧 is 
a difference between the coordination of the goethite building 
blocks at the detachment (𝑗) and attachment (𝑖) sites (i.e., 
Δ𝑧 = 𝑧$ − 𝑧#). Rough surfaces can thus minimize their surface 
free energy by progressively reducing their broken bond densi-
ties by 1:1 dissolution-reprecipitation events. The rationale is 
that on rough surfaces the cost of breaking bonds for a reduc-
tive dissolution step is lowest at singly coordinated adatom 
sites, which is more than compensated by energy gained from 
formation of many new bonds by vacancy filling during oxida-
tive Fe-attachment. 



 

 

Figure 3. Illustration of simulation system: goethite slab 
terminated by randomly selected atomistically rough (110) 
surfaces (𝑅BCD =2.3 Å). 

The difference in the local electrostatic environments of 
sites 𝑖 and 𝑗 is another factor influencing the exchange pro-
cess. First, the protonated surface oxygen (≡FeOH, ≡FeOH	F) 
forms weaker bonds than deprotonated ones (≡FeO), a molec-
ular basis for proton-promoted dissolution.1 Second, deproto-
nated surface hydroxyls are more strongly electrostatically 
attractive to aqueous Fe(II), then protonated ones. Therefore, 
the activation barrier for the dissolution (precipitation) de-
creases (increases) with increasing protonation. Third, the 
local surface morphology dictates the electrostatic field in the 
vicinity of a given site. The atoms at surface kinks and step 
edges are more exposed to the solution and form weaker FeO 
bonds then those on the flat surface. 24 We take these effects 
into account by including the difference in the electrostatic 
energy between sites 𝑖 and 𝑗 (𝑒Δ𝜓$,#) in the rate definition:  

𝑘#$ = 𝐴expJ− K
567

L(𝑧$ − 𝑧#)𝜀 + 𝑒Δ𝜓$,#NOPPPPPQPPPPPR
STU>V/XYZ[

\[]

^  (3) 

 where Δ𝜓$,# is the difference in the electrostatic (attrac-
tion) experienced by a probe charge at at position 𝑖 and 𝑗. The 
electrostatic interactions are calculated within a 10 Å radius of 
a given site. The electrostatic contribution is negative for both 
sites, because the positive charge in the lattice position of Fe is 
stabilized by the surrounding anions (i.e., oxygen atoms) pro-
portional to their protonation state. The electrostatic contribu-
tion introduces the correlation between the local surface pro-
tonation state (surface charge, 𝜎`) and the attachment and de-
tachment processes beyond the first coordination shell of sites 
𝑖 and 𝑗. 

Finally, the coupling between the oxidative precipitation 
and reductive dissolution process requires electron transfer 
from 𝑖-site (Fe(II)-oxidation to Fe(III) to 𝑗-site (surface Fe(III) 
reduction to Fe(II)). The energy cost of this charge transfer 
depends on the electron path and distance in the solid. We 
have shown previously that there are energetically favorable 
and unfavorable directions for electron transfer in the goethite 
structure.12 In this work, we simplify the approach by only 
considering the length of the shortest electron-path from site 𝑖 
to 𝑗, that is a number of electron hops (𝑛b7). As we showed 
before, electron transfer in goethite occurs via thermally acti-
vated polaronic hops following the adiabatic formalism, due to 
the close proximity and strong electronic coupling between 

adjacent electron donor (Fe	cd) and acceptor (Fe	Fd).12, 20 In 
this model, the ET rate constant is given by:  

𝑘b7 = 𝜈exp0− K
567

f(STghdi)
j

ki
− 𝑉mno8  (4) 

where ν is a frequency of vibrational mode acting along the 
nuclear reaction coordinate, λ is the reorganization energy, 
ΔGET is the ET free energy, and VAB is an electronic coupling 
matrix element between reactants and products wave func-
tions. To simplify the calculations, we use the average values 
of ET parameters for (110) goethite subsurface ET taken from 
our previous study:12 Δ𝐺b7=0.335 eV, 𝜆 =2.17 eV, 𝑉mn =0.1 
eV and 𝜈 =1.39×10	Kc Hz; the corresponding average activa-
tion energy barrier for ET is thus taken as 24.238 k	nT. The 
time required for an electron to travel from site 𝑖 to 𝑗 is linear-
ly proportional to the number of electron hops (𝑛b7), which 
translates to the following expression for the electron transfer 
rate constant:  

𝑘#$(b7) =
K
sgh

𝑘b7 =

𝜈	expJ− K
567

f(STghdi)
j

ki
− 𝑉mn + 𝑘n𝑇ln𝑛wboOPPPPPPPPQPPPPPPPPR

STgh
\[]

^  (5) 

Our final definition of the exchange kinetics contains vari-
ous atomistic-level characterizations: the balance between 
broken and formed bonds, the balance between local charge 
states, electron transfer pathway and a possible external driv-
ing force consistent across the slab model (active if 𝑖 and 𝑗 are 
on the opposite side of the slab):  

𝑘#$x𝑧#, 𝑧$, 𝜓, 𝑛b7, … z = 

𝐴	exp 0− K
567

LΔ𝐺)#*/{|%'}'~ + Δ𝐺b7}'~ + Δ𝐺%&~N8 
 (6) 

The dissolution-precipitation term favors recrystallization 
that smoothens the surface, the electron transfer term favors 
the shortest electron hopping pathway, and the external gradi-
ent can sustain directional particle recrystallization consistent 
with the conveyor-belt model.  A solid-on-solid rule typical of 
MC simulations of surface growth or dissolution23 was imple-
mented to eliminate the prospect of the development of over-
hangs. 
Kinetic Monte Carlo algorithm 

There are several possible implementations of the KMC 
algorithm: residence-time Monte Carlo (also known as the 
rejection-free, n-fold way, or Bortz-Kalos-Lebowitz), rejection 
KMC and its cluster-variations (e.g., divide and conquer).21, 22 
Here we implemented residence-time KMC, in which a single 
Fe-exchange step is carried out in the following steps (Fig. 
1b): (i) construct a set of all possible exchange events and 
their rates {𝑘K, 𝑘F, . . . , 𝑘�} using eq. (6) for all surface exposed 
building blocks and all possible attachment sites (ii) generate a 
cumulative rate series 𝑆$ = ∑$#�K 𝑘#, 𝑗 = 1, . . . , 𝑁 and deter-
mine the 𝑖-event to carry out using a random number ( 𝑆�=K <
𝑥𝑆� ≤ 𝑆# where 𝑥 ∈ (0,1)), (iii) carry out the 𝑖-exchange and 
update the time with an increment 𝛿𝑡 = ln(1/𝑥′)/𝑆� (where 
𝑥′ is another random number, 𝑥′ ∈ (0,1)). 

Our KMC procedure relies on recalculating the rate matrix 
every successful KMC step (each simulation run took about 
800 hours using 16 CPU cores node Intel Xeon 2.6GHz node). 
More efficient KMC algorithms will be implemented in the 
future studies. 



 

Parametrization of the exchange rate 
Due to a lack of experimental data or accurate ab initio es-

timation of the Fe-O bond-forming/breaking activation energy 
we used arbitrary 𝜀-values of 5, 8 and 10 𝑘n𝑇, which are with-
in a range of typical values for most minerals (𝜀 ∈ (4,11) k	nT 
see ref. 23). Meakin and Rosso23 pointed out that the activation 
barrier for the mineral dissolution can be even smaller due to 
the lattice strain-release around defects. The frequency factor 
(𝐴) was obtained by scaling the averaged simulation exchange 
rate to the one extrapolated by fitting stochastic exchange 
model to the experimental exchange data:11  

〈Δ𝑡%&{〉 = 〈Δ𝑡*#�〉/𝐴		where				〈Δ𝑡*#�〉 =
K

����
∑����# 𝛿𝑡

 (7) 
 where 𝛿𝑡 is the KMC time increment, and 𝑁�C� is the 

number of KMC steps. 
Constant-pH Molecular Dynamics 

In order to model the proton dynamics associated with Fe-
exchange we implemented the constant-pH Molecular Dynam-
ics algorithm, analogously to our previous report19, 20 in which 
the protonation space is sampled using Monte Carlo and mo-
lecular dynamics is used to sample configurational space.25, 26 

We prepare trial protonation microstates by swapping the 
protons between a few surface exposed oxygen atoms. At each 
attempt to change protonation state, we calculate the energy of 
this new trial surface protons configuration 𝐸s%� and compare 
it to the energy of current proton distribution 𝐸� ). The new 
protonation state is accepted with the Metropolis-Hastings 
probability:  

𝑃(𝑜𝑙𝑑 → 𝑛𝑒𝑤) = 𝑚𝑖𝑛 ¨1, 𝑒𝑥𝑝 0−bªZ«=b¬­U
567

8® (8) 

The input geometry for each protonation state is optimized 
iteratively using the conjugate gradient algorithm until the 
change in energy is lower than 10=k eV, then heated to 300K 
in NVT ensemble using the Berendsen thermostat (thermostat 
relaxation time 0.1 ps). The energies used in eq. (8) are the 
average configurational energies of system relaxed at T= 300K 
for the additional 10 ps. We used the velocity Verlet integrator 
with time step equals 0.2 fs. Next, the final protonation state 
obtained after 300-500 cpHMD steps (Fig. 4) was allowed to 
relax for another 50 ps using the classical molecular dynamics. 
Short-range interactions are neglected beyond 10 Å. Our pro-
gram is written in the C++ language with parallelization pro-
vided by the Message Passing Interface (MPI) library. 

 

 

Figure 4. Typical surface charge evolution in the cpHMD 
algorithm: Monte Carlo sampling in the protonation space, among 
visited protonation states the one with the lowest configuration 
energy is used in the MD-part of cpHMD. Reorganization of the 
surface water for each protonation state is simulated using the 
classical molecular dynamics. 

Polaron Pathway 
We implemented Dijkstra’s27, 28 algorithm to find the 

shortest ET path between iron atoms 𝑖, 𝑗 and to monitor the 
number of electron hops along that path (𝑛b7). The starting 
point 𝑖 is the electron source (adsorbed, oxidized Fe(II)), and 
the end-point is the electron sink 𝑗 (surface Fe(III)). In the 
graph theory terms,28 Dijkstra’s algorithm delivers the lowest-
weight path between two given vertices in a network that have 
nonnegative weights, where the weights are Fe-Fe distances, 
and the vertices are Fe atoms. 
Surface Roughness 

We measure the evolution of the surface roughness during 
Fe-exchange using the root mean square roughness (𝑅BCD):29  

𝑅BCD = ¯K
�
∑�#�K ℎ#F    (9) 

 where the surface height (ℎ#) is the height of the peak or 
the depth of the valley defined as the distance between surface 
Fe atom 𝑖 (𝑧-coordinate in our case, 𝑧#±²) and the surface base-
line (i.e., an average 𝑧-coordinate of all top-layer Fe atoms, 
〈𝑧±²〉). 
Averaging Stochastic Exchange Pathways 

We monitor several time-dependent characteristics (𝑓(𝑡)) 
of the evolving surfaces: net-growth and dissolution of surfac-
es (Δ𝑁w%(𝑡)), surface roughness (𝑅BCD(𝑡)), length of the ET-
path and number of electron jumps (𝑙b7(𝑡), 𝑛b7(𝑡)). Because 
the KMC and MC selection processes are stochastic in nature, 
each simulation run provides slightly different time-dependent 
characteristics. The initial surface construction procedure (sol-
id-on-solid KMC) is another source of randomness, because 
various atoms redistribution can provide the identical 𝑅BCD. 

To provide the most robust simulation data, we ran a num-
ber of simulations 𝑁* for each of 𝑁| initial surfaces, which 
have identical 𝑅BCD but slightly different atomic distributions. 
The results presented here are the averages over all simula-
tions runs and surfaces (i.e., 𝑓(𝑡) = K

�Y�V
∑�Y# ∑�V$ 𝑓#$(𝑡) with 

𝑁| = 12, 𝑁* = 16). 



 

 

Figure 5. Bulk conduction contribution to the effective energy 
barrier for Fe-exchange as a function of electron transfer pathway 
length (a). For the conduction model5 to operate, Δ𝐺b7 
corresponding to the particle width/length has to be compensated 
by the Δ𝐺)#*/{|% or Δ𝐺%&~. In panel (b) we show two kinetic 
regimes visualized by plotting the exponential term in the 
thermally activated exchange rate expression (−Δ𝐺}''/𝑘n𝑡) as 
function of the number of Fe-O bonds broken minus the number 
of the bonds formed (𝑧$ − 𝑧#) and the electron transfer pathway 
between sites 𝑖 and 𝑗 (i.e., number of ET hops, 𝑛b7). The positive 
values (red) correspond to conduction-mediated atom exchange 
driven by surface free energy minimization (smoothening via 
dissolution/precipitation). The negative values (blue) correspond 
to the slow exchange governed by the electron hopping pathways 
in the oxide (bulk conduction). A single ET-step allows electron 
to travel on average 3-3.5 Å. The plot (b) was obtained for 𝜀=10 
𝑘n𝑇, 𝜓=0, Δ𝐺%&~=0. 

 

RESULTS AND DISCUSSION 
Model Assumptions and Initialization 

One goal of the simulations was to evaluate the extent to 
which the activated kinetics of 1:1 atom exchange via the con-
duction mechanism could be driven by the minimization of 
surface free energy. To achieve this comprehensively the sim-
ulations were designed to be able to encompass situations 
when the initial surfaces were topographically rough (i.e., far 
from equilibrium) to topographically smooth (near equilibri-
um). In the former case a high density of undercoordinated Fe 
sites is present and a higher initial free energy associated with 
rough, defective surfaces is available. In the latter case, the 

driving forces available are those associated with rare event 
dissolution-reprecipitation processes thermally accessible at 
room temperature on smooth low-energy surfaces at dynamic 
equilibrium. In all cases, atomic rearrangements at the surface 
are only allowed to proceed by overcoming the activation en-
ergy of electron conduction through the goethite subsurface 
between two Fe sites - one undergoing oxidative Fe(II) ad-
sorption and the other reductive Fe(II) release. Figure 3 de-
picts one representative goethite slab model bounded by two 
opposing (110) surfaces initialized with a selected amount of 
random roughness as described in the Methods section.  Each 
surface possesses a distribution of Fe sites that have different 
coordination numbers to lattice O(H) atoms from 1 (adatom 
Fe) to 5 (terrace Fe), in each case having the remainder of Fe 
site hexacoordination fulfilled by H2O/OH- from solution. 

Equation 6 introduces the effective energy barrier as a 
function of the difference in the number Fe-O (lattice) bonds 
broken and formed (𝑧$ − 𝑧#), the difference in local electrostat-
ic energies at the two sites, the number of electron hops be-
tween the two sites (𝑛b7), and the external driving force. The 
first term preferentially favors dissolution of a site with the 
lowest number of bonds that need to be broken, e.g., an ada-
tom site, and precipitation into sites of the opposite configura-
tion, e.g., a vacancy site.  The energy barrier decreases with 
increasing absolute magnitude of 𝑧$ − 𝑧#. This introduces a 
proxy quantity for minimization of the surface free energy 
(i.e., minimization of the density of broken Fe-O bonds at the 
surface) that tends to drive initially rough surfaces to heal de-
fects and evolve towards smooth dynamically stable surfaces. 
Another free energy driving force captured in our formulation 
is the difference in the local electrostatic environment of the 
two sites, which correlates with the differences in site coordi-
nation (𝑧#, 𝑧$) and reflects the surface charge response to a 
change in the surface morphology. These two contributions 
are the only driving forces for Fe-exchange in the presented 
simulations. An option to include the influence of an addition-
al external driving force, or barrier, is introduced only for the 
completeness of rate constant formalism, and in future work 
could be used to mimic effects such as a surface potential bias 
between crystallographically inequivalent terminations.19, 20  
Here we disregard such effects by setting Δ𝐺%&~ = 0. 
Energetic Competition Between Surface Smoothing and 
Bulk Conduction: 

The collective driving forces for an Fe addition/removal 
step above are opposed by the work required to conduct elec-
trons through goethite between the two selected sites. In con-
structing the matrix of KMC event rates every surface site i is 
connected with any other surface site j (i¹j) in the Fe-
addition/removal event with the exchange rate constant given 
kij. If the Fe-addition and removal sites are located on the op-
posite surfaces of the slab, the exchange process involves the 
conduction through the slab and it enables the roughness of 
both surfaces to diminish equally. On the other hand, if sites i,j 
are located on the same side of the slab it involves the conduc-
tion parallel to the surface and only one surface is smoothened 
during the Fe-exchange.  The associated conduction (ET) 
work is always a positive contribution to the energy barrier 
due to the resistivity of site-to-site polaronic hopping, which 
increases with site separation distance. The magnitude of this 
contribution to the barrier is based on our prior molecular sim-
ulations of the direction-dependent site-to-site energy barriers 
to hopping in goethite (see Methods section). When treated as 
a sequence of hopping steps it turns out that this distance de-
pendence goes as a logarithmic function of 𝑛b7 (Fig. 5a).  



 

Because of the diminishing energy penalty for increasing mul-
ti-hop distances this allows longer-range conduction pathways 
to become a significant part of the sampling. 

 

Figure 6. ET pathways: (a) electron source and sink are on the 
surface, Fe-loss due to the dissolution is balanced by Fe-gain due 
to the precipitation (Δ𝑁w% = 0), and (b) ET-across the goethite 
slab resulting in net-growth and net-dissolution (Δ𝑁w% ≠ 0). In 
panel c, we showed averaged net-growth (initially 20% less rough 
surface) and dissolution (initially 20% more smooth surface) 
profiles for each surface replica. The FeO bond breaking/forming 
activation energies 𝜀=5 𝑘n𝑇. Each color represents an average of 
16 simulation runs for any given initial surface configuration (i.e., 
replica). 

Figure 5b summarizes the net balance between the oppos-
ing atom exchange forces of surface free energy minimization 
versus conduction. In brief, our simulations suggest that atom 
exchange by the conduction mechanism is thermally accessi-
ble on a time scale consistent with measured atom exchange 
kinetics irrespective of the surface free energy driving force 
contribution; the latter is, however, capable of accelerating the 
atom exchange rate. If the energy gain due to the surface 
smoothening and the energetic penalty due to the resistive 
conduction cancel each other, the exchange rate approaches 
the nominal Fe-exchange rate of 10-5 Fe/nm2/s.11   In Figure 5b 
we can distinguish two atom exchange domains in 𝑧$ − 𝑧# 
versus 𝑛wb space: one in which the surface energy minimiza-
tion contribution is large, i.e., the surfaces are rough, and the 
rate is not limited by the conduction process, and another do-
main in which the surface energy minimization driving force 
is low, i.e., the surfaces are smooth, and atom exchange con-
tinues at a rate defined by the work of conduction.  The former 
represents a domain where 1:1 atom exchange mediated by 
conduction is accelerated by the driving force of surface ener-
gy minimization. In the latter domain atom exchange kinetics 
are defined by the rate of conduction.  The boundary region 
represents a situation in which they cancel each other resulting 

in an activationless Fe-exchange process (effective activation 
barrier equals 0). 
Comparing Intra- and Intersurface Atom Exchange: 

In the rejection-free KMC algorithm the probability of se-
lecting a given exchange event is proportional to its rate con-
stant, however the slow exchange pathways (rare events) are 
also sampled. There is no inherent restriction on the type of 
the allowed exchange event. In order to gain an independent 
insight into the evolution of surfaces during Fe-exchange, we 
distinguished two cases of ET pathways in analyzing simula-
tion data: one with the electron source and sink localized on 
the same side of the slab (Fig. 6a), and another with the source 
and sink on opposite sides of the slab during the exchange 
event (Fig. 6b). Over time both types of ET pathways enable 
simultaneous smoothing of both sides of the slab, however the 
latter case also enables mass transfer between surfaces via 
dissolution on one side and the precipitation on the other. If 
slab surfaces have the identical initial roughness there is a 
negligible net-mass transfer between surfaces because there is 
no driving force for the preferential dissolution and precipita-
tion of the opposite surfaces of the slab. However, the slab can 
be initialized with different amounts of roughness on one side 
versus the opposing one. In such cases the mass transfer is 
proportional to the difference in the surface roughness. 

 If exchange events occur at one side of the slab they 
do not contribute to the net mass transfer from one side of the 
slab to the other (Δ𝑁w% = 0); this represents a case where ex-
change does not lead to net growth or dissolution of a goethite 
crystallite, but still smoothens the surface. If the exchange 
events couple one side of the slab to the opposite side, a higher 
amount of roughness on one side versus the other can lead to 
net mass transfer of Fe across the slab (Δ𝑁w% ≠ 0), consistent 
with net growth and dissolution of coupled surfaces by con-
duction-based atom exchange. The latter case is discussed in 
terms of the surface-area-normalized difference between the 
number of precipitation and dissolution events for a given 
surface.  

In Fig. 6c, we show averaged simulation results from 12 
replications of the initial slab, each initialized with an identical 
roughness gradient from one side to the other (20%) and abso-
lute roughness parameters 𝑅BCD, but varying slightly in the 
actual atomic configuration. The simulation results were ob-
tained for FeO-bond breaking/forming activation energy (𝜀) 
equal to 5 𝑘n𝑇. Each replica simulation represents the average 
over 16 simulations starting from the same initial configura-
tion, but with a different time-evolution due to the stochastic 
steps (KMC and MC part of the cpHMD). 

 



 

 

Figure 7. Net-growth of initially less rough surface (by 20%) for 
three different FeO bond breaking/forming activation energies (𝜀). 
The simulation results averaged for each replica are shown as 
circles. The average growth (black solid lines in a-c, and insert d) 
are the numerical averages over all simulation runs and replicas. 

We observe the net-growth and net-dissolution of surfaces 
only if there is a roughness gradient between surfaces. The 
surface that was initially rougher preferentially dissolves 
(Δ𝑁w% < 0), whereas the one that was smoother grows 
(Δ𝑁w% > 0). The net-growth and net-dissolution are rapid (ex-
ponential) within first 24 hours, and then become very slow 
(Fig. 6c). If the surfaces have identical roughness, they still 
smoothen via Fe-exchange, but statistically without any mass 
transfer (Δ𝑁w% = 0, results not shown). 

 

Figure 8. Evolution of the average root-mean-square surface 
roughness for three different FeO bond breaking/forming 
activation energies (𝜀). 𝑅BCD is an average for two surfaces of the 
slab, and represents the smoothening driven by the Fe-exchange. 
The initial root-mean square surface roughness is equal to 
𝑅BCD(0)=7.2 Å. 

 

 

Figure 9. Rate of growth/dissolution (a) and smoothening (b) for 
for three different FeO bond breaking/forming activation energies 
(𝜀). 

In Fig. 7 we compare the simulation results of the net-
growth of the initially less rough surface for FeO-bond activa-
tion energies equal to 5, 8 and 10 𝑘n𝑇. By comparing the vari-
ation within the averaged simulations for each replica, we find 
that with larger values of 𝜀 the dependence of Δ𝑁wb on 𝑧$ − 𝑧# 
becomes stronger and the susceptibility to thermal fluctuations 
becomes weaker. The extent and rate of net-growth (net-
dissolution) are also proportional to 𝜀 (Fig. 7d), because for 
larger values of 𝜀 the energy gain due to FeO bond formation 
overcomes the cost of conduction across the slab. In all three 
cases (Fig. 7a-c) we observe the fast-initial growth/dissolution 
driven by Fe-exchange, which become slow at time depending 
on 𝜀. The transition between fast and slow growth/dissolution 
regimes occur around 6 (𝜀= 10 𝑘n𝑇), 18 (𝜀= 8 𝑘n𝑇) and 26 
hours (𝜀= 5 𝑘n𝑇).  

Our results suggest that the smaller FeO-bond activation 
energy the slower growth-dissolution is driven by the rough-
ness gradient. This is a surprising result - a consequence of 



 

assuming that the FeO-bond formation and breaking have sim-
ilar activation barrier (𝜀). 

In Fig. 8 we show the slab-averaged surface smoothening 
profiles (𝑅BCD(𝑡)/𝑅BCD(0)) as a function of time and Fe-bond 
activation energies. Although the time-evolution of roughness 
shows a similar kinetic dichotomy, it is less sensitive to 𝜀. In 
addition, the surfaces smoothen even when the net-
growth/dissolution becomes negligible (Fig. 6 𝑡 >30 hours). 
The surfaces smoothening without net-growth and net-
dissolution is an indication of the dominance of intra-surface 
charge transfer (Fig. 6a). 

By comparing the rate of net-growth/net-dissolution (Fig. 
9a) and the rate of surface smoothening (Fig. 9b) we prove 
that surface morphology evolves at constant (>0) rate even 
when the rate net-growth/net-dissolution is negligible (~0). In 
addition, the rate of surface smoothing is less sensitive to 𝜀 
than net-growth/dissolution. This is because the morphological 
evolution of the surface does not require long charge transfer 
distances across the slab. 

This suggests that the ET-path should shorten over time, as 
the energy gain due to the formation of FeO-bonds and elec-
trostatic energy minimization are not sufficient to sustain the 
resistive conduction through slab. Indeed, by analyzing the 
length of the electron transfer pathways as a function of time 
we observe a transition from the wide spectrum of ET-
pathways to a very narrow distribution of short pathways (Fig. 
10). ET across goethite particles should therefore be more 
frequent if surfaces are rough/defective, and in particular, if 
there is a gradient in the surface topographic properties across 
the slab. 

The sensitivity of the distributions to the value of 𝜀 are 
more pronounced within the first 24 hours (Fig. 10a), but pre-
sent also for slower kinetics (Fig. 10b). The change in the ET-
pathway distribution, net-growth/dissolution, and smoothing 
are a consequence of the change in the Fe-exchange energet-
ics. Initially, the difference in surface roughness is a primary 
driving force for Fe-exchange, consistent with the finding that 
presence of surface defects increase the extent of Fe-
exchange.14 As soon as the surfaces become smooth, the rate 
of Fe-exchange is low and inversely proportional to the ET 
length. 

Our simulations show that the process of 1:1 atom ex-
change mediated by conduction turns out to be energetically 
and kinetically accessible within the time scale of batch tracer 
exchange measurements across all conditions considered. The 
findings are consistent with previous studies, in which the 
initial rapid Fe-exchange turns into slower-kinetic regimes 
after first day.9-11 However, by using molecular simulation 
methods we were able for the first time to provide an atomis-
tic-level connection between the change in the atom exchange 
reactivity and the evolution of surface morphology and charge. 

Even though we simulated a goethite slab that is thinner 
(2-3 nm) than goethite particle dimensions used in most prior 
experimental studies,5, 6 we were able to show that in the ab-
sence of any external driving force, a gradient in surface prop-
erties such as roughness, or defect content, is sufficient to 
drive preferential dissolution and precipitation of mirrored 
faces of the particle. Previously, we also showed that sponta-
neously arising electrostatic voltage between surfaces can 
provide an additional driving force for the conduction model. 
Collectively, we find that the rapid initial Fe-exchange is due 
to the initial reactivity of imperfect goethite particle surfaces. 
The simulations presented here show that initially rapid Fe-

catalyzed recrystallization results in the formation of more 
inert (e.g., smooth and less-defective) surfaces within 24 
hours. However, because the current simulation protocol is too 
computationally expensive to encompass entire goethite nano-
rods bearing inequivalent crystallographic terminations, we 
are yet unable to address processes sustained over longer time 
scales that can lead to complete recrystallization and progres-
sive particle shape evolution. 

 

Figure 10. Distribution of the ET-pathway length for systems with 
surfaces-roughness disproportionality (20%) and various FeO-
bond breaking/forming activation energy (𝜀): within 24 hours (a), 
and after first 24 hours (b). The ET-length is approximated by 
shortest path between sites 𝑖 and 𝑗 using the Dijkstra’s algorithm28 
considering Fe atoms as the network nodes (a few paths 
visualized in the insert). The histogram bin equals 3.3Å  - an 
average length of a single ET-step. 

 
Conclusions 

Using novel molecular simulation methods, we were able 
for the first time to provide an rigorous connection between 
macroscopically observed atom exchange behavior and goe-
thite particle reactivity and morphology evolution at the atom-
ic scale. Largely in support of the mechanistic speculation in 
prior studies,9-11 our simulations show two kinetic domains: 
rapid initial exchange within 24 hours followed by a slow 
near-equilibrium exchange. Surface defects and initial rough-
ness accelerate Fe-exchange, accessing long electron conduc-
tion pathways (≤80Å) and enabling coupled dissolution and 
precipitation of opposing goethite (110) crystal faces - con-
sistent with the original assumptions of the conduction model5  
- but only for the first 24 hours of Fe-exchange.  As surface 
free energies and average gradients across particle are mini-
mized, to the extent that only short electron pathways remain 



 

energetically accessible (≤20Å). Differences in the local sur-
face protonation drive these short-range electron transfers, and 
in this sense these atom exchange processes at dynamic equi-
librium limit atom exchange to the outermost surface atoms 
and do not have a preferred crystallographic direction that 
could sustain a morphology change.  This is consistent with 
tracer studies that suggest only surface	¹ºFe-enrichment over 
longer time scales, and particle recrystallization limited to the 
initially rough reactive surfaces. 

On the other hand, there are energetically favorable elec-
tron pathways in goethite.12 These pathways do not connect 
the dominant crystal faces of particles - but allow charge to 
migrate along the doubly-coordinated (O-bridged) Fe atoms 
parallel to the (110) surface.12 If these favorable charge path-
ways are combined with the short-range resistive currents sus-
tained by the differences in local protonation states, the sur-
faces of the goethite particle are electronically coupled (a 
long-range subsurface conduction model). This connection 
and the existence of the intrinsic energy gradient between sur-
faces are essential to fully rationalize the conduction model.5 
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