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ABSTRACT OF THE DISSERTATION

Adaptive OFDM-based UWB
by

Juan I. Montojo-Bennassar

Doctor of Philosophy in Electrical Engineering

(Communication Theory and Systems)

University of California, San Diego, 2009

Professor Laurence B. Milstein, Chair

The use of wireless communications is increasing and will continue growing, not

only for personal communications but also for machine-to-machine applications. There-

fore, the use of physical resources for wireless communications, i.e., time and frequency,

need to be optimized to maximize the communication link efficiency and to reduce the

“cost” of moving bits over the air.

The joint use of ultra wideband (UWB) and cognitive radio (CR) has been identi-

fied as a solution to maximize the use of physical resources for wireless communications

and to minimize the cost associated with its transfer. UWB and CR, in conjunction with

software defined radio receivers, open up a whole new spectrum of possibilities to re-think

the design and implementation of wireless communications. In that sense, the setting of

the system parameters can become less rigid and can attempt to adapt to different scenar-
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ios with the goal to maximize the communication link efficiency.

This dissertation presents a study on how to realize a cognitive Orthogonal Fre-

quency Division Multiplexing (OFDM) wireless system with the goal of maximizing the

utilization of physical resources. We first parameterize the OFDM system to a limited

set of degrees of freedom, and then we identify the performance of a non-ideal OFDM

system. The non-idealities that we consider are imperfections at the receiver, such as tim-

ing errors, residual frequency error and imperfect channel estimation, as well as channel

perturbations such as inter-symbol interference (ISI) from a channel delay spread larger

than the cyclic prefix (CP) or Doppler stemming from the motion of the transmitter and/or

receiver.

With the parameterization of the OFDM system and the performance characteri-

zation as a function of different parameters, we present how the cognitive OFDM receiver

will select the set of parameters that maximize the communication link efficiency. These

parameters are the position, at the receiver, of the DFT window, the pilot structure, the

CP duration, and the OFDM symbol duration.

xv



C H A P T E R 1

Introduction

The use of wireless communications is increasing and will continue growing, not

only for personal communications, but also for machine-to-machine applications. There-

fore, the use of physical resources for wireless communications, i.e., time and frequency,

need to be optimized to maximize the communication link efficiency and to reduce the

“cost” of moving bits over the air.

The joint use of UWB and CR has been identified as a promising combination

to maximize the use of physical resources for wireless communications and to minimize

the cost associated with its transfer. UWB and CR, in conjunction with software defined

radio receivers, open up a whole new spectrum of possibilities to re-think the design

and implementation of wireless communications. In that sense, the setting of the system

parameters can become less rigid and can attempt to adapt to different scenarios with the

goal of maximizing the communication link efficiency.

At the same time, OFDM has been widely adopted for advanced wireless com-

munication systems with usage ranging from Wireless Local Access Networks (WLAN)

to Wide Area Networks (WAN) and UWB applications. OFDM systems have the main

characteristics of being very scalable in frequency, resilient to frequency selective fading

at the expense of a fixed overhead incurred by the CP, and enabling the use of simple

receivers based on the FFT operation.

This dissertation presents a study on how to realize a cognitive OFDM wireless

system with the goal of maximizing the utilization of physical resources. We first param-

1
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eterize the OFDM system to a limited set of degrees of freedom, and then we identify the

performance of a non-ideal OFDM system. The non-idealities that we consider are im-

perfections at the receiver, such as timing errors, residual frequency error and imperfect

channel estimation, as well as channel perturbations, such as ISI from a channel delay

spread larger than the CP or Doppler stemming from the motion of the transmitter and/or

receiver.

With the parameterization of the OFDM system and the performance characteri-

zation as a function of different parameters, we present how a cognitive OFDM receiver

will select the set of system parameters that maximize the communication link efficiency.

These parameters are the position, at the receiver, of the DFT window, the pilot structure,

the CP duration, and the OFDM symbol duration.

The parameter optimization will yield an adaptation of the wireless communica-

tions system to different environments, while maximizing the communication link effi-

ciency.

1.1 OFDM Systems with Imperfections

This dissertation starts with the characterization of OFDM systems with imper-

fections. Indeed, most OFDM analyses assume idealized conditions when it comes to the

waveform at the receiver in terms of time and frequency synchronization. In addition,

often a CP longer than the channel delay spread is assumed, and thus the impact of the

possible ISI from adjacent OFDM symbols is not considered.

Chapter 2 provides a consolidated framework for study and analysis of OFDM

systems with imperfections. The imperfections include time and frequency synchroniza-

tion errors, and channel delay spread beyond the CP duration. Transmit as well as receive

filtering operations are explicitly modeled, and different receiver detection criteria are

considered.
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The use of an OFDM waveform for UWB applications is known to be a promising

choice to simplify the receiver design and to maximize the bandwidth scalability, as well

as the adaptation to various spectrum allocations. Chapter 2 presents bit error rate (BER)

sensitivity analyses to key system parameters for OFDM-based UWB applications. From

these sensitivity analyses, we see graceful performance degradation with decreasing CP

length and increasing residual frequency error. The performance degradation can be much

more critical for timing synchronization errors.

1.2 Channel Estimation in OFDM Systems

Studies of channel estimation techniques for OFDM systems also assume often

idealized conditions such as a CP long enough to absorb the entire channel delay spread,

or perfect time and frequency synchronization at the receiver. Chapter 3 studies the im-

pact of removing these assumptions. The mean square error (MSE) of various linear

channel estimation methods are characterized, and analytical expressions for the BER

performance are derived.

The derivations in Chapter 3 are kept generic, so that they apply to both time-

division and frequency-division multiplexing of the pilot signal and the data subcarriers.

The analysis is specialized to the BER performance characterization of OFDM-based

UWB systems for different realistic channel estimation methods with residual time and

frequency errors.

The effect of intercarrier interference (ICI) on channel estimation is shown to be

small. However, ISI severely impacts the quality of the channel estimates and hence can

yield a large (>2dB) data demodulation performance degradation.
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1.3 Cognitive OFDM

As discussed above, after having parameterized the OFDM system and having

characterized the performance for different parameter settings, Chapter 4 presents a cog-

nitive OFDM receiver that seeks maximizing the communication link efficiency by se-

lecting the optimal OFDM parameter settings.

For the parameter optimization problem at the cognitive receiver, we look at an

estimated capacity function conditioned on the channel realization. Results in Chapter

4 show how the DFT window placement, the pilot structure and the CP duration can be

optimized without the need of a waveform change. However, the optimization of the

OFDM symbol duration requires transmission of symbols with multiple lengths for the

receiver to select the one optimizing the link efficiency.

1.4 Outline of the Dissertation

In Chapter 2, we present the OFDM system model that will be used in the rest

of the dissertation. Chapter 2 introduces much of the notation and the parameterization

of the OFDM system. The channel is assumed to be slowly varying, i.e., constant over

the duration of an OFDM symbol, for the results in Chapters 2 and 3. Different receiver

types are discussed in Chapter 2 although most of the rest of the dissertation will focus

on the single tap OFDM receiver. This chapter will present sensitivity analyses vs. some

imperfections, e.g., ISI, residual timing error, residual frequency error.

In Chapter 3, different channel estimators are studied for OFDM. This chapter

assesses the performance impact of realistic channel estimation on an OFDM system with

imperfections as introduced in Chapter 2. Analysis vs. simulation results are presented

for BPSK modulation and single receive antenna using the quadratic Gaussian forms in

Appendix B of [1].

In Chapter 4, we use the OFDM parameterization and performance characteri-
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zations of previous chapters to study a cognitive OFDM receiver capable of identifying

system parameters that maximize the communication link efficiency. This chapter builds

from the results in all previous chapters.

Finally, Chapter 5 concludes the dissertation with summary remarks.



C H A P T E R 2

Effects of Imperfections on the Performance of

OFDM Systems

2.1 Introduction

OFDM systems have the advantage of being able to operate as a set of N (number

of subcarriers in the system) parallel flat fading channels. However, this desirable prop-

erty comes at the price of provisioning a fixed overhead, the CP, of duration greater than

or equal to the channel delay spread, to maintain the channel orthogonality at the receiver

after channel dispersion. Other impairments, such as timing errors, frequency errors, or

a channel varying within the OFDM symbol span, will also destroy the orthogonality of

these parallel channels.

Research in the area of OFDM systems very often assumes ideal orthogonality

conditions. In particular, in analyses of OFDM-based UWB systems [34], a CP long

enough to avoid ISI is usually assumed [38]-[42], despite the fact that a large number of

path components could be beyond the CP. The assumption of a CP longer than the channel

delay spread is used in studies ranging from multi-antenna techniques [38], [40], [41], to

channel estimation [39].

Performance of OFDM systems with various imperfections have been considered

in references such as [3], [4], [6], [11]-[13], [15], [17], [19], [20], [23], [25], [30], [33],

[35], [36], [43], [49]. References [3], [17], [36], [43] analyze the impact of inter-carrier

6
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interference (ICI) due to a time-varying channel within the OFDM symbol time span,

while [19] studies the impact of ICI due to frequency error. The impact of a channel

delay spread longer than the CP has been studied in [4], [6], [11]-[13], [15], [20], [23],

[25], [30], [33], [35], [49].

Reference [4] derives the carrier-to-interference ratio (C/I) at each subcarrier, ac-

counting for the effects of ICI and ISI due to a channel delay spread longer than the CP

and to residual frequency error. The authors of [4] advocate the use of channel coding

and adaptive equalization to compensate the effects of ICI/ISI. In [6], the power of the

ICI/ISI term is derived, and a sensitivity analysis of the CP length is performed for a

channel model corresponding to a hilly environment. In [11], a method to cancel the

residual ISI is presented to alleviate the performance degradation at demodulation. Refer-

ence [12] studies the combined impact of the channel variation within the OFDM symbol

time span and the delay spread of the channel. In [13], the optimum timing offset, number

of subcarriers and CP duration that minimize the signal-to-noise ratio (SNR) degradation

due to ICI/ISI is studied. Reference [15] discusses the loss of orthogonality caused by

ICI and ISI when the OFDM system is used for low earth orbit (LEO) satellite channels.

Reference [20] derives the power spectral density (PSD) of ISI to optimize the Time Of

Reference (TOR) for optimal placing of the Discrete Fourier Transform (DFT) window

at the OFDM receiver. References [23] and [25] present expressions for ICI/ISI due to

channel delay spread beyond the CP length, and [25] derives the ICI and ISI terms due

to a channel delay spread greater than the CP for a time-invariant channel. Reference

[33] builds on [25] to obtain expressions for the ICI/ISI terms for a rapidly time-varying

channel, i.e., when the channel changes over the OFDM symbol duration. Reference [30]

provides good insights on the impact of ICI and ISI due to channel delay spread beyond

the CP and residual frequency error for Rayleigh fading. Reference [35] provides sensi-

tivity analysis of capacity vs. OFDM symbol and CP length, and the choice of TOR.

Perfect time and frequency synchronization are assumed in [6], [11], [12], [15],

[23], [25], [33]. Perfect time synchronization is assumed in [4], [30], and therefore ISI
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from only the previous OFDM symbol is considered. Perfect frequency synchronization

is assumed in [13], [20], [35].

To the best of our knowledge, the only publication that characterizes the ICI and

ISI terms due to a channel delay spread larger than the CP and imperfect synchronization

is [49]. In reference [49], performance analysis for UWB systems with various imper-

fections is conducted under the Rayleigh fading assumption and assuming a minimum

distance receiver.

In this chapter, we also characterize the ICI and ISI terms due to both a channel

delay spread larger than the CP and synchronization errors. However, unlike [49], that

considers a continuous-time OFDM model, we use a discrete-time OFDM model. The

discrete-time OFDM model is more relevant from an implementation perspective, as it

enables the efficient utilization of FFT/IFFTs for the generation and processing of the

OFDM waveform. Also, [49] does not consider a CP, but rather just uses a guard time

between consecutive OFDM symbols with no actual transmission. With this model, the

possible ISI from a future OFDM symbol that an OFDM system using an actual CP is

subject to is not accounted for in [49]. In this chapter, we model an actual CP and,

therefore, are able to quantify the ISI from the next OFDM symbol, which would be

incurred with a positive timing error.

Our system model also accounts for transmit and receive filtering operations,

which are important as they entail an increase of the effective channel delay spread. Fur-

ther, we study the performance sensitivity to various types of data detection algorithms

with imperfections.

We specialize the generic analysis to conducting sensitivity analyses against var-

ious system parameters and/or imperfection levels for UWB channel models. We show

BER performance as a function of CP duration for various types of fading environments,

and also show BER performance as a function of residual time and frequency errors.

The structure of the chapter is as follows. In Section 2.2, first we present the sys-
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tem model, and then we characterize the DFT output at the OFDM receiver for the most

general case of ICI and ISI. Section 2.3 covers data demodulation for several different

detection criteria and characterizes the SINR at the data demodulator output. Section 2.4

presents performance results comparing analysis, simulations, and a Gaussian approxi-

mation of the interference terms. The chapter finishes with some concluding remarks in

Section 2.5.

2.2 OFDM System Model

2.2.1 OFDM Transmitter and Channel

The discrete-time OFDM transmit waveform at baseband is given by

u[n, k] =
1√
N

N/2−1∑
m=−N/2

s[n, m] · ej2πm(k−CP )/N · Πs[
k

NT

] (2.1)

where N is the number of subcarriers, CP is the duration in samples of the CP, NT �

(N + CP ), and s[n, m] are the information symbols, in general complex. The index n

is used as a time index and refers to a particular OFDM symbol, the index m is used

as a subcarrier index within the OFDM symbol, and the index k is used as a time index

for samples within a given OFDM block. The OFDM symbol duration in seconds is

T � NTc, and the OFDM block duration is Tf � NT Tc, where Tc is the symbol duration

prior to the OFDM modulation. Finally, Πs[k/NT ] is the shifted rectangular function with

unit amplitude and spanning the interval k ∈ [0, NT − 1].

The transmitter gives an analog support to the discrete-time signal u[n, k] by way

of a digital-to-analog conversion (DAC) or pulse shaping filter that we denote by htx(t),

yielding

xlp(t) =
∑

n

NT−1∑
k

u[n, k]htx(t − kTc − nTf ), (2.2)
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Figure 2.1 Block diagram of OFDM receiver

which will be up-converted to the carrier frequency, f0. Note that we will denote the

locally generated carrier frequency at the OFDM transmitter by f̂0.

The channel lowpass equivalent’s impulse response is denoted by hch
lp (t) and can

be expressed as hch
lp (t) �

∑P−1
p=0 λp · δ(t − Dp), where P is the number of multi-path

components and {λp} represent the taps of the channel’s lowpass equivalent. The channel

is considered to be slowly varying and, therefore, constant during an OFDM symbol

duration. The lowpass equivalent of the channel noise, nlp(t), is assumed to be complex

circular white Gaussian (AWGN) with zero mean and two-sided PSD N0.

2.2.2 OFDM Receiver

Figure 2.1 is a block diagram of the OFDM receiver. The receiver performs, first,

passband filtering and down-conversion to baseband using the locally generated carrier

frequency denoted by
ˆ̂
f0. The CP is discarded and then a DFT is performed.

After receive filtering and down-conversion, the signal part of the incoming signal
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may be written as

yRxF
signal(t) = {(xlp(t) ∗ hch

lp (t)) · ej2πΔft}︸ ︷︷ ︸
Ξ(t)

∗hrx(t), (2.3)

where ‘∗’ represents convolution and we have introduced the frequency error Δf � (f̂0−
ˆ̂
f0).

Using (2.2), we can write Ξ(t), defined in (2.3), as

Ξ(t) = ej2πΔft ·
∑

n

NT−1∑
k=0

u[n, k] · (hch
lp (t) ∗ htx(t − kTc − nTf ))︸ ︷︷ ︸

htx−ch
lp (t−kTc−nTf )

(2.4)

where we have introduced htx−ch
lp (t) � hch

lp (t) ∗ htx(t) as the convolution of the channel

impulse response, hch
lp (t), and the transmit pulse shape filter or DAC, htx(t). Now, we can

manipulate (2.3) to yield

yRxF
signal(t) = ej2πΔft

∑
n

NT−1∑
k=0

u[n, k] ·
∫ ∞

−∞
hrx(u) · e−j2πΔfu

· htx−ch
lp (t − u − kTc − nTf ) · du. (2.5)

Given that the receive filter has a bandwidth in the order of N/T = 1/Tc =

BWsignal, then the relevant range for u in (2.5) is |u| ≤ ϑTc, where ϑ is an integer

number meant to capture the number of Tc intervals so that
∫∞
−∞ hrx(u)e−j2πΔfuhtx−ch

lp (t−
u − kTc − nTf )du ∼= ∫ ϑTc

−ϑTc
hrx(u)e−j2πΔfuhtx−ch

lp (t − u − kTc − nTf )du. Looking at

the product (Δfu), we see that (ΔfϑTc) = (Δfϑ/BWsignal). Since, for all practical

purposes, BWsignal >> (Δfϑ), we have (Δfϑ)/BWsignal << 1, and thus e−j2πΔfu ∼= 1

for the values of u that are relevant to the integral. Note that the same approximation is
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made in [3]. Therefore,

yRxF
signal(t)

∼= ej2πΔft
∑

n

NT−1∑
k=0

u[n, k]

∫ ∞

−∞
hrx(u) · htx−ch

lp (t − u − kTc − nTf ) · du︸ ︷︷ ︸
h(t−kTc−nTf )

(2.6)

where we have introduced the effective channel impulse response (incorporating the trans-

mit and receive filtering operations), defined as h(t) � hrx(t)∗htx−ch
lp (t) = hrx(t)∗hch

lp (t)∗
htx(t).

Similarly, the noise component at the output of the front-end receive filter, yRxF
noise(t),

may be written as

yRxF
noise(t) = {nlp(t) ∗ ej2πΔft} ∗ hrx(t) ∼= ej2πΔft

∫ ∞

−∞
hrx(u) · nlp(t − u) · du. (2.7)

Note that, since nlp(t) is complex circular white Gaussian noise, the rotating phasor

ej2πΔft will not change the statistics of the noise and therefore can be dropped from the

analysis.

We denote the overall waveform after receive filtering and down-conversion by

yRxF (t) � yRxF
signal(t) + yRxF

noise(t). This signal is sampled at a rate 1/Tc = N/T Hz. If the

effective channel impulse response, h(t), spans the continuous time interval [Dmin, Dmax],

then its sampled version, h(kTc), spans the sample interval [�Dmin/Tc	, 
Dmax/Tc�]. Con-

sidering a possible transmit/receive timing error, τ , the signal h(t + τ) spans the time in-

terval [Dmin − τ, Dmax − τ ] and its sampled version, h(kTc + τ), spans the sample interval

[�(Dmin − τ)/Tc	, 
(Dmax − τ)/Tc�]. Note that, in general, the transmit/receive timing

error, τ , is much smaller than the channel delay spread, therefore, τ << Dmax. Let us

denote the sample interval limits for the effective channel impulse response LL for the

lower limit and LU for the upper limit, i.e.,

LL � �(Dmin − τ)/Tc	 and LU � 
(Dmax − τ)/Tc�. (2.8)
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Therefore, after sampling at 1/Tc Hz, with a transmit/receive timing error τ , yields

yRxF [n′, k′] � yRxF (t)|t=n′Tf+k′Tc+τ = ej2πΔf(n′Tf+k′Tc+τ) (2.9)

·
∑

n

NT−1∑
k=0

u[n, k] · h((n′ − n)Tf + (k′ − k)Tc + τ) + yRxF
noise(n

′Tf + k′Tc + τ)

where k′ ∈ [0, NT − 1]. Note that we use again the discrete representation of signals with

two arguments, n and k, representing time indexing OFDM blocks and samples therein,

respectively. Since the time span of the effective channel impulse response, h(t), is, by

design, much smaller than the OFDM block duration, when receiving the OFDM block

with index n′, only three blocks can contribute to the final test statistic. These are the

block with index n′ itself, the block preceding it and the block following it. Therefore,

the summation in n above is only relevant for the values n = n′, n = (n′−1), n = (n′+1),

and hence

yRxF [n, k] = y
RxF,(n)
signal [n, k] + y

RxF,(n−1)
signal [n, k] + y

RxF,(n+1)
signal [n, k] + yRxF

noise[n, k] (2.10)

where we have defined

y
RxF,(n)
signal [n, k] � ej2πΔf(nTf+kTc+τ)

NT−1∑
ξ=0

u[n, ξ] · h((k − ξ)Tc + τ), (2.11)

y
RxF,(n−1)
signal [n, k] � ej2πΔf(nTf+kTc+τ)

NT−1∑
ξ=0

u[n − 1, ξ] · h(Tf + (k − ξ)Tc + τ) (2.12)

and

y
RxF,(n+1)
signal [n, k] � ej2πΔf(nTf+kTc+τ)

NT−1∑
ξ=0

u[n + 1, ξ] · h(−Tf + (k − ξ)Tc + τ) (2.13)

Note that y
RxF,(n)
signal [n, k] contains the contribution of the current OFDM symbol after sam-
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pling and before discarding the CP. The terms y
RxF,(n−1)
signal [n, k] and y

RxF,(n−1)
signal [n, k] con-

stitute the ISI after sampling and before discarding the CP from the previous and next

OFDM symbol, respectively.

The sampled noise is given by

yRxF
noise[n, k] = yRxF

noise(nTf + kTc + τ) (2.14)

where all the terms in (2.11)-(2.14) are valid for k = 0 . . . (NT − 1).

Keeping track of the sample span of u[n, k] and h(kTc + τ), (2.11)-(2.13), may be

re-written as

y
RxF,(n)
signal [n, k] = ej2πΔf(nTf+kTc+τ) ·

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑k
ν=LL

u[n, k − ν] · h(νTc + τ), for k

= max(0, LL) . . . LU − 1∑LU

ν=LL
u[n, k − ν] · h(νTc + τ), for k

= LU . . . min(NT + LL − 1, NT − 1)∑LU

ν=k−(NT−1) u[n, k − ν] · h(νTc + τ), for k

= NT + LL . . . NT − 1 and if LL < 0

(2.15)

y
RxF,(n−1)
signal [n, k] = ej2πΔf(nTf+kTc+τ) ·

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∑LU

ν=LL
u[n − 1, k − ν + NT ]h(νTc + τ),

for k = 0 . . . LL − 1 if LL > 0∑LU

ν=k+1 u[n − 1, k − ν + NT ]h(νTc + τ),

for k = max(0, LL) . . . LU − 1

(2.16)

and

y
RxF,(n+1)
signal [n, k] = ej2πΔf(nTf+kTc+τ)

k−N∑
ν=LL

u[n + 1, k − ν − NT ] · h(νTc + τ) (2.17)

for k = NT + LL . . . NT − 1 if LL < 0.
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The expressions in (2.15)-(2.17) show the non-zero contributions of the different

terms at each sample point within the OFDM symbol (index k). Note that a non-zero con-

tribution of (2.17), which is the term representing the ISI from the next OFDM symbol,

requires LL < 0. This is equivalent to τ ≥ (Dmin + Tc) and hence a “late sampling”. We

will see now how some of the contributions in (2.16), which is the term representing ISI

from the previous OFDM symbol, vanish after discarding the CP.

After discarding the CP, we obtain the following signal-dependent term depending

on the current OFDM symbol:

y
CP,(n)
signal [n, k] = (2.18)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

αn√
N

∑N/2−1
m=−N/2 s[n, m]ej2π(m+Δf)k/N

∑k+CP
ν=LL

h(νTc + τ)e−j2πmν/N ,

for k = 0 . . . (LU − CP − 1) if LU > CP

αn√
N

∑N/2−1
m=−N/2 s[n, m]ej2π(m+Δf)k/NH(m),

for k = max(0, LU) . . . min(N + LL − 1, N − 1)

αn√
N

∑N/2−1
m=−N/2 s[n, m]ej2π(m+Δf)k/N

∑LU

ν=k−(NT−1) h(νTc + τ)e−j2πmν/N ,

for k = (N + LL) . . . (N − 1) and if LL < 0

where we have defined αn � ej2πΔf(nTf+CP ·Tc+τ), the normalized frequency error as

Δf � Δf/(1/T ), which is the residual frequency error normalized by the subcarrier

spacing, and the channel frequency response H(m) �
∑LU

i=LL
h(τ + iTc)e

−j2πmi/N . Note

that the first term in (2.18) is non-zero if LU > CP , or, equivalently, if (Dmax − τ) >

(CP · Tc). This is the condition for ISI from the previous OFDM symbol after discarding

the CP as can be seen from realizing that it is the condition for the term (2.19) to be

non-zero. Similarly, the last term in (2.18) is non-zero if LL < 0, which is equivalent

to τ ≥ (Dmin + Tc), as seen before. This is the condition for ISI from the next OFDM

symbol, as can be seen from realizing that is the condition for the term (2.20) to be non-

zero. Further, note that discarding the CP does not remove the contribution from the next

OFDM symbol.
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Similarly, the signal-dependent terms depending on the previous and next OFDM

symbols after discarding the CP can be identified to be

y
CP,(n−1)
signal [n, k] =

αn√
N

N/2−1∑
m=−N/2

s[n − 1, m]ej2πmCP/Nej2π(m+Δf)k/N

·
LU∑

ν=k+CP+1

h(νTc + τ)e−j2πmν/N (2.19)

which is non-zero only if LU > CP and applies for k = 0 . . . (LU − CP − 1), and

y
CP,(n+1)
signal [n, k] =

αn√
N

N/2−1∑
m=−N/2

s[n + 1, m]e−j2πmCP/Nej2π(m+Δf)k/N

·
k−N∑
ν=LL

h(νTc + τ)e−j2πmν/N , (2.20)

which is non-zero only if LL < 0 and applies for k = (N +LL) . . . (N − 1), respectively.

The noise term, after discarding the CP, becomes

yCP
noise[n, k] = yRxF

noise[n, k + CP ] for k = 0 . . . (N − 1). (2.21)

Therefore, the overall DFT input is yCP [n, k] = y
CP,(n)
signal [n, k] + y

CP,(n−1)
signal [n, k] +

y
CP,(n+1)
signal [n, k] + yCP

noise[n, k], and we define the DFT output to be

yDFT [n, l] =
1√
N

N−1∑
k=0

yCP [n, k] · e−j2πlk/N , (2.22)

for l = −N/2 . . . (N/2 − 1). Since the DFT is a linear operation, we may characterize

the DFT output yDFT [n, l] in terms of the DFTs of each of the terms in yCP [n, k]. Using

the same notation as before, the DFT output dependent on the current OFDM symbol is
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given by

y
DFT,(n)
signal [n, l] =

αn

N

N/2−1∑
m=−N/2

[
s[n, m]

·
{ if LU>CP︷ ︸︸ ︷

LU−CP−1∑
k=0

ej2π(Δf+m−l)k/N

k+CP∑
ν=LL

h(νTc + τ)e−j2πmν/N

+

min(N−1,N+LL−1)∑
k=max(0,LU−CP )

ej2π(Δf+m−l)k/NH(m) (2.23)

+
N−1∑

k=N+LL

ej2π(Δf+m−l)k/N

LU∑
ν=k−(N−1)

h(νTc + τ)e−j2πmν/N

︸ ︷︷ ︸
if LL<0

}]

The DFT output that depends on the previous OFDM symbol is nonzero if the CP duration

is smaller than the channel delay spread minus the timing error, i.e., if CP < LU , in which

case

y
DFT,(n−1)
signal [n, l] =

αn

N

N/2−1∑
m=−N/2

s[n − 1, m] · ej2πm·CP/N (2.24)

·
LU−CP−1∑

k=0

ej2π(Δf+m−l)k/N

LU∑
ν=k+CP+1

h(νTc + τ)e−j2πmν/N .

The DFT output depending on the next OFDM symbol is nonzero if the timing error,

τ ≥ (Dmin + Tc) , in which case

y
DFT,(n+1)
signal [n, l] =

αn

N

N/2−1∑
m=−N/2

s[n + 1, m] · e−j2πm·CP/N (2.25)

·
N−1∑

k=N+LL

ej2π(Δf+m−l)k/N

k−N∑
ν=LL

h(νTc + τ)e−j2πmν/N .
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The noise component at the DFT output may be written as

yDFT
noise[n, l] =

1√
N

N−1∑
k=0

yCP
noise[n, k] · e−j2πlk/N (2.26)

where yCP
noise[n, k] is defined in (2.21). To shorten notation, we can define the following

variables:

ζ1(l, m) �
(LU−CP−1)∑

k=0

e−j2π(l−Δf−m)k/N

(k+CP )∑
i=LL

h(τ + iTc)e
−j2πmi/N (2.27)

ζ2(l, m) � H(m)

min(N+LL−1,N−1)∑
k=max(LU−CP,0)

e−j2π(l−Δf−m)k/N (2.28)

ζ3(l, m) �
N−1∑

k=N+LL

e−j2π(l−Δf−m)k/N

LU∑
i=k−N+1

h(τ + iTc)e
−j2πmi/N (2.29)

ζ4(l, m) � ej2πmCP/N

(LU−CP−1)∑
k=0

e−j2π(l−Δf−m)k/N

LU∑
i=(k+CP+1

h(τ + iTc)e
−j2πmi/N

(2.30)

ζ5(l, m) � e−j2πmCP/N

N−1∑
k=N+LL

e−j2π(l−Δf−m)k/N

k−N∑
i=LL

h(τ + iTc)e
−j2πmi/N (2.31)

Therefore, the signal-dependent output of the DFT may be written as

y
DFT,(n)
signal [n, l] =

αn

N

N/2−1∑
m=−N/2

s[n, m]
{ if LU>CP︷ ︸︸ ︷

ζ1(l, m) +ζ2(l, m) +

if LL<0︷ ︸︸ ︷
ζ3(l, m)

}
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+
αn

N

N/2−1∑
m=−N/2

s[n − 1, m] · ζ4(l, m)

︸ ︷︷ ︸
if LU>CP

+
αn

N

N/2−1∑
m=−N/2

s[n + 1, m] · ζ5(l, m)

︸ ︷︷ ︸
if LL<0

(2.32)

where we can clearly identify the ICI and ISI terms at the DFT output.

For the data detection process, it is convenient to put (2.32) in matrix form. Ma-

trices are represented by boldface capital letters, e.g., A, and vectors are represented by

boldface lowercase letters, e.g., v. Therefore, we define the matrices

Ψx � [ζx[l, m]]m,l=−N/2,...,(N/2−1) (2.33)

with x = 1, 2, 3, 4, 5. Note that, from (2.32), Ψ1 is non-zero only if there is ISI from the

previous OFDM symbol, Ψ2 is the matrix characterizing the useful signal term as well as

the ICI term due to frequency error, and Ψ3 is non-zero only if there is ISI from the next

OFDM symbol. Further, note that Ψ4 and Ψ5 fully characterize the ISI from the previous

and next OFDM symbol, respectively. With the matrices defined in (2.33), we can write

(2.32) in matrix form as follows:

yDFT
signal(n) =

A(n)︷ ︸︸ ︷
αn

N
(Ψ1 + Ψ2 + Ψ3) ·s(n) +

Apre(n)︷ ︸︸ ︷
αn

N
Ψ4 ·s(n − 1) +

Anext(n)︷ ︸︸ ︷
αn

N
Ψ5 ·s(n + 1) (2.34)

where s(n), s(n− 1) and s(n+1) are column vectors of length N with information sym-

bols at the nth, (n− 1)th and (n + 1)th OFDM symbols, respectively, and where we have

defined the channel state information matrices, A(n), Apre(n) and Anext(n). Note that

there is no “time” dependency in either ζx(l, m) or Ψx because we assume a particular

channel realization that remains constant over the OFDM symbol duration. This condi-

tion requires a channel coherence time Tcoh >> T or, equivalently, 1/Tcoh << 1/T ,

which means that the subcarrier spacing (1/T ) is much greater than the Doppler spread

(1/Tcoh
∼= fd). The time dependency in the newly defined matrices A(n), Apre(n) and

Anext(n) comes from the time-varying phasor αn and we will drop it from the develop-
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ment to shorten notation.

Overall, at the DFT output, we have

yDFT (n) = As(n)︸ ︷︷ ︸
yDTF

useful and ICI(n)

+Apres(n − 1) + Anexts(n + 1)︸ ︷︷ ︸
yDTF

ISI (n)

+ w(n)︸ ︷︷ ︸
yDTF

noise(n)

(2.35)

When there is no ISI, the expression in (2.35) reduces to yDFT (n) = A·s(n)+w(n). The

condition for no ISI can be seen from observation of the terms in (2.32), i.e., LU ≤ CP

and LL ≥ 0. For this case, the matrix Ψ2 is the only non-zero matrix, and the term

ζ2(l, m) takes the form ζ2(l, m) = H(m)
∑N−1

k=0 e−j2π(l−Δf−m)k/N . Therefore, the matrix

Ψ2 can be written as Ψ2 = Δ ·DH, where Δm+N/2,l+N/2 �
∑N−1

k=0 ej2π(l−Δf−m)k/N , and

DH �

⎡⎢⎢⎢⎢⎢⎢⎣
H(−N/2) 0 · · · 0

0 H(−N/2 + 1) · · · 0
...

...
. . .

...

0 0 · · · H(N/2 − 1)

⎤⎥⎥⎥⎥⎥⎥⎦
Since Δ is circulant, it can be shown that it can be decomposed as Δ = NF · Mφ · FH ,

where

Mφ �

⎡⎢⎢⎢⎢⎢⎢⎣
ej2πΔf0/N 0 · · · 0

0 ej2πΔf1/N · · · 0
...

...
. . .

...

0 0 · · · ej2πΔf(N−1)/N

⎤⎥⎥⎥⎥⎥⎥⎦
and F is the Fourier matrix of size N × N . As a result, for the ISI-free case,

yDFT (n) � αn

N
· Δ · DH · s(n) + w(n). (2.36)

Further, if there is no residual frequency error, the matrix Δ becomes the identity matrix
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multiplied by N and αn = 1. Therefore, (2.36) becomes

yDFT (n) � DH · s(n) + w(n) (2.37)

which is the traditional set of N parallel flat fading channels that OFDM systems are

regularly associated with.

2.3 Data Detection

We assume linear processing at the receiver, so that

z(n) = M · yDFT (n) (2.38)

where the matrix M will take different forms depending on the data detector type. Ap-

plying (2.35) to (2.38) yields

z(n) = MAs(n) + MApres(n − 1) + MAnexts(n + 1) + Mw(n) (2.39)

Denoting B � MA, Bpre � MApre and Bnext � MAnext, we can re-write (2.39) as

z(n) = Bs(n) + Bpres(n − 1) + Bnexts(n + 1) + Mw(n), (2.40)

which we can re-write as z(n) = zsignal(n) + w′(n), and where zsignal(n) � Bs(n) +

Bpres(n− 1)+Bnexts(n+1) and w′(n) � Mw(n). Clearly, the first summand in (2.40)

contains the desired term as well as the ICI term, and therefore we can re-write it as

z(n) = Diag(B)s(n)+ Diag(B)s(n)+Bpres(n− 1)+Bnexts(n+1)+Mw(n) (2.41)

where Diag(A) represents a diagonal matrix containing only the diagonal elements of the

matrix A and Diag(A) = A − Diag(A) represents a matrix with zero diagonal elements
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containing all but the diagonal elements of A.

By inspection of (2.41), we can obtain the SINR of the lth subcarrier at the data

detector output as

γ(n, l) � E{|[Diag(B)s(n)]l|2}
d1(n, l)

(2.42)

where

d1(n, l) � E{|[Diag(B)s(n)]l|2} + E{|[Bpres(n − 1)]l|2}
+E{|[Bnexts(n + 1)]l|2} + E{|[Mw(n)]l|2} (2.43)

and where the expectations are done over the random noise and the random information

symbols. Note that we have assumed independence between the noise and the signal

terms, and we have assumed independence of the modulation symbols at different OFDM

symbols, and hence, independence among the ICI and the two possible ISI terms.

Defining Rs(n) � E{s(n)sH(n)} and Rw(n) � E{w(n)wH(n)}, we can re-

write the SINR of the lth subcarrier at the data detector output as

γ(n, l) � |[B]l,l|2E{|s(n, l)|2}
d2(n, l)

, (2.44)

where

d2(n, l) � [BRs(n)BH ]l,l − 2{[BRs(n)]l,l[B
H ]l,l}

+|[B]l,l|2E{|s(n, l)|2} + [BpreRs(n − 1)BH
pre]l,l

+[BnextRs(n + 1)BH
next]l,l + [MRw(n)MH ]l,l (2.45)

Note that the expressions in (2.44) and (2.45) are valid for any linear receiver, and will be

specialized below for different receiver criteria.

For the special case of white noise, i.e., Rw(n) = σ2
wIN and Rs(n) = Rs(n−1) =
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Rs(n + 1) = IN , (2.44) takes the following form:

γ(n, l) � |[B]l,l|2
d3(n, l)

(2.46)

with

d3(n, l) � [BBH ]l,l − |[B]l,l|2 + [BpreB
H
pre]l,l + [BnextB

H
next]l,l + σ2

w[MMH ]l,l (2.47)

2.3.1 Data Detection with Single-Tap Equalizer (ST)

For the ST receiver, the detection operation is given by

zST (n) = Diag(AH)yDFT (n) (2.48)

Note that this received does not attempt to equalize the received signal and only the useful

part of the received signal, i.e., Diag(A), is considered while ignoring the ICI, ISI and

noise terms. For this case, B = Diag(AH)A, Bpre = Diag(AH)Apre and Bnext =

Diag(AH)Anext, and (2.44) and (2.45) take the following forms, respectively:

γST (n, l) � |[Diag(AH)A]l,l|2E{|s(n, l)|2}
dST (n, l)

, (2.49)

where

dST (n, l) � [Diag(AH)ARs(n)AHDiag(A)]l,l (2.50)

− 2{[Diag(AH)ARs(n)]l,l[A
HDiag(A)]l,l}

+ |[Diag(AH)A]l,l|2E{|s(n, l)|2} + [Diag(AH)ApreRs(n − 1)AH
preA)]l,l

+ [Diag(AH)AnextRs(n + 1)AH
nextA)]l,l + [MRw(n)MH ]l,l
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2.3.2 Data Detection with Zero-Forcing Equalizer (ZF)

For the ZF receiver, the detection operation is given by

zZF (n) �
(
Rs(n)AHARs(n)AH + ApreRs(n − 1)AH

pre + AnextRs(n + 1)AH
next

)−1

· yDFT (n) (2.51)

This receiver attempts to suppress the signal-dependent interference, i.e., ICI and ISI.

Assuming Rs(n) = Rs(n − 1) = Rs(n + 1) = IN , (2.51) becomes

zZF (n) � AH
(
AAH + ApreA

H
pre + AnextA

H
next

)−1 · yDFT (n). (2.52)

A variant to this ZF detector is given by

zmodified ZF (n) � (AHA)−1AHyDFT (n) (2.53)

This receiver attempts to suppress the ICI interference, while ignoring the ISI and the

noise terms. We denote this receiver by “modified ZF”, and we have assumed independent

modulation symbols of unit energy, i.e., Rs(n) = Rs(n − 1) = Rs(n + 1) = IN . For

this case, B = IN (perfect suppression of ICI), Bpre = (AHA)−1AHApre and Bnext =

(AHA)−1AHAnext, and (2.44), (2.45) take the following forms, respectively:

γmodified ZF (n, l) � E{|s(n, l)|2}
dmodified ZF (n, l)

, (2.54)

where

dmodified ZF (n, l) � [(AHA)−1AHApreA
H
preA(AHA)−1]l,l (2.55)

+ [(AHA)−1AHAnextA
H
nextA(AHA)−1]l,l

+ [(AHA)−1AHRwA(AHA)−1]l,l
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For the ISI-free case, A = αn/NΔDH, as can be seen from Equation (2.36), and

therefore AHA = 1/N2DH
HΔHΔDH. Using the expression for Δ derived in Section

2.2, we can further simplify AHA to yield AHA = DH
HF(Mφ)HFHFMφFHDH =

DH
HDH, and therefore

AHA =

⎡⎢⎢⎢⎢⎢⎢⎣
|H(−N/2)|2 0 · · · 0

0 |H(−N/2 + 1)|2 · · · 0
...

...
. . .

...

0 0 · · · |H(N/2 − 1)|2

⎤⎥⎥⎥⎥⎥⎥⎦ .

As a result, for the ISI-free case with the modified ZF detector, (2.54) reduces to

γmodified ZF-ISI free(n, l) =
E{|s(n, l − N/2)|2}

[(AHA)−1AHRwA(AHA)−1]l,l

which for white noise case becomes, i.e., Rw = σ2
wIN

γmodified ZF-ISI free, white noise(n, l) =
|H(l − N/2)|2 · E{|s(n, l − N/2)|2}

σ2
w

.

2.3.3 Data Detection with MMSE Equalizer

For the Minimum-Mean-Square-Error (MMSE) equalizer receiver, the detection

operation is given by

zMMSE(n) � Rs(n)AH
(
ARs(n)AH + ApreRs(n − 1)AH

pre

+ AnextRs(n + 1)AH
next + Rw

)−1

· yDFT (n) (2.56)

This receiver attempts to jointly minimize the ICI, ISI and noise contributions.
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2.4 Performance Characterization

Let us express the detector output for the lth subcarrier from (2.40) as

z(n, l) = [B]l,l · s(n, l) +

N/2−1∑
m=−N/2,m �=l

[B]l,m · s(n, m) +

N/2−1∑
m=−N/2

[M]l,m · w(n, m)

+

N/2−1∑
m=−N/2

[Bpre]l,m · s(n − 1, m) +

N/2−1∑
m=−N/2

[Bnext]l,m · s(n + 1, m). (2.57)

Denote the modulation symbols contributing to ICI in the detection of the lth subcarrier by

sl(n). Assuming BPSK modulation with equal probability of s(n, l) = +1 and s(n, l) =

−1, we can assume that s(n, l) = +1 without loss of generality, to yield

z(n, l) = [B]l,l +

N/2−1∑
m=−N/2,m �=l

[B]l,m · s(n, m) +

N/2−1∑
m=−N/2

[Bpre]l,m · s(n − 1, m)

+

N/2−1∑
m=−N/2

[Bnext]l,m · s(n + 1, m) + w′(n, l) (2.58)

which constitutes the test statistic for a given receiver. Defining the signal amplitude as

αRxType
(n,l) (A,Apre,Anext, sl(n), s(n − 1), s(n + 1)) � [B]l,l (2.59)

+

N/2−1∑
m=−N/2,m�=l

[B]l,m · s(n, m) +

N/2−1∑
m=−N/2

[Bpre]l,m · s(n − 1, m)

+

N/2−1∑
m=−N/2

[Bnext]l,m · s(n + 1, m),

for BPSK modulation, conditioned on the channel, A,Apre,Anext, the ICI, sl(n), and

the ISI, s(n − 1), s(n + 1), the BER is given by

pBPSK
(n,l) (error|A,Apre,Anext, sl(n), s(n − 1), s(n + 1))
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= Q

(
αRxType

(n,l) (·)
√

2/σ2
w′(n, l)

)
. (2.60)

The vector sl(n) can take 2N−1 different values, while the vectors s(n − 1) and

s(n + 1) can take 2N different values. Hence, we can average the BER in (2.60) over

these to yield

pBPSK
(n,l) (error|A,Apre,Anext)

=
1

23N−1

2N−1−1∑
in=0

2N−1∑
in−1=0

2N−1∑
in+1=0

Q

(
αRxType

(n,l) (·)
√

2/σ2
w′(n, l)

)
. (2.61)

We can further average the BER across subcarriers yielding

pBPSK
n (error|A,Apre,Anext) =

1

N

N/2−1∑
l=−N/2

pBPSK
(n,l) (error|A,Apre,Anext). (2.62)

Figure 2.2 shows the average BER, pBPSK
n (error|A,Apre,Anext) for two channel

realizations, one incurring ISI and the other not incurring ISI. A residual frequency error

of 5% of the subcarrier frequency spacing producing ICI is assumed in both cases. We

further assume perfect timing, i.e., τ = 0, and data detection using the ST receiver. The

average BER is obtained from the test statistics (Equation (2.62)), from simulations and

from approximating the interference component of the final test statistic as a Gaussian

random variable. The BER assuming Gaussian interference uses the SINR expressions

in Section 2.3 and pe = Q(
√

2γ) is plotted. Note that the number of subcarriers for

the channel realization not incurring ISI was chosen to be N=16, and for the channel

realization incurring ISI was chosen to be N=8. Further, note that, despite the low value

of N chosen, the Gaussian approximation, as also found in [17], provides a good match

with simulations and the exact prediction using the test statistic, and therefore, will be

made in the sequel.

Similar to other studies [4], [15], [17] for certain channel models, Figure 2.3
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Figure 2.2 BER performance using test statistic, simulation and Gaussian approximation

of ICI and ISI

through Figure 2.6 show the sensitivity to the CP duration of an ensemble of 1000 channel

realizations for the UWB channel models CM1, CM2, CM3, and CM4 defined in [29].

CM1 is based on (0-4m) line-of-sight (LOS) channel measurements with a root-mean-

square (RMS) delay spread of 5ns. CM2 is based on (0-4m) non-line-of-sight (NLOS)

channel measurements with an RMS delay spread of 8ns. CM3 is based on (4-10m)

NLOS channel measurements with an RMS delay spread of 15ns. Finally, CM4 was

generated to fit a 25ns RMS delay spread.

All the results assume a system with a subcarrier spacing of 4.125MHz, N=128

subcarriers [34], and a Nyquist filter with 0% roll-off and bandwidth 528MHz. Note

that CP durations of 0, 16, 32, 48, 64, and 80 samples constitute 0%, 11.11%, 20%,

27.27%, 33.33%, and 38.46% fixed overhead. The results shown in Figure 2.3 through

Figure 2.6 assume perfect time and frequency synchronization, an ST receiver, and result

from averaging the performance over 1000 channel realizations. Note that for each of the
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Figure 2.3 BER sensitivity to CP duration for CM1
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Figure 2.4 BER sensitivity to CP duration for CM2
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Figure 2.5 BER sensitivity to CP duration for CM3
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Figure 2.6 BER sensitivity to CP duration for CM4
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channel models, at some point a longer CP does not improve the performance; this is the

point where the ISI is not significant.

Figure 2.7 shows the sensitivity to frequency errors for a given CM1 channel real-

ization. The results are obtained assuming a system with N=128, 20% CP overhead, per-

fect time synchronization, a Nyquist filter with 0% roll-off and a bandwidth of 528MHz,

and an ST receiver. This figure contains analytical (distinguished by lines with inserted

characters, e.g., ’-*-’) and simulation based (distinguished by just characters, e.g., ’*’)

results for frequency errors ranging from 0 to 5% of the subcarrier frequency spacing.

Assuming a ±20ppm frequency tolerance at the transmitter and at the receiver, the max-

imum frequency error incurred would be ±40ppm, which for a 5GHz carrier frequency

and 4.125MHz subcarrier spacing equates to a frequency error of 5% of the subcarrier

spacing. Note that the frequency error in actual systems would typically be compensated

by some frequency compensation mechanism, so that these results show the performance

at different levels of residual frequency error. From the results, we can see a graceful

performance degradation as frequency errors increase.

Figure 2.8 shows the sensitivity to timing errors for a given CM1 channel realiza-

tion. The same assumptions as for the results in Figure 2.7 are made, with the exception

that now we assume perfect frequency synchronization in order to concentrate on the per-

formance impact of varying the transmit/receive timing error, τ . A positive value of τ

means that the OFDM symbol boundary at the receiver is late with respect to the actual

symbol boundary, and therefore inevitably there will be ISI from the next OFDM symbol.

A negative value of τ advances the OFDM symbol boundary, but since the CP is preced-

ing the OFDM symbol, the actual effect is equivalent to that of a shortened CP. Unlike the

frequency errors, the performance degradation for a positive timing error may be quite

abrupt, as seen in Figure 2.8. The performance degradation of a negative timing error is

much more graceful, as it is equivalent to a shortened CP. Figure 2.9 illustrates this fact

graphically, showing the impact of timing error as it affects ISI.
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Figure 2.7 BER sensitivity to residual frequency error (analysis and simulation)
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Figure 2.8 BER sensitivity to timing error (analysis and simulation)
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Figure 2.9 ISI impact of transmit/receive timing error
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Figure 2.10 Receiver type sensitivity (analysis and simulation)
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Figure 2.10 shows the sensitivity to the data detection criterion (receiver type) for

a given CM4 channel realization incurring ISI. We keep the same hypothesis as for Fig-

ure 2.7 and Figure 2.8 in terms of number of subcarriers, subcarrier spacing, filtering,

and CP overhead. The results shown assume a 1% frequency error. However, the inter-

ference is dominated by the ISI/ICI incurred from a channel delay spread larger than the

CP duration. We compare the BER for the data detection criteria presented in Section

2.3. The receiver type 1 (ST) ignores the ICI, ISI and noise terms, however, there is no

interference or noise enhancement at the detector output. The receiver type 2 (ZF) tries

to minimize the signal-dependent interference, while ignoring the noise term. As we can

see, the performance at high SNR matches that of receiver type 4 (MMSE). The receiver

type 3 (modified ZF accounting for ICI only) cancels perfectly the ICI, but ignores the ISI

and noise terms, and hence enhances their impact. The net effect is a performance close

to that of the single tap equalizer receiver which does not attempt to suppress ICI or ISI.

The receiver type 4 (MMSE) takes into account the statistics of the ICI, ISI and noise,

and achieves the best noise-and-interference suppression. This receiver requires, in addi-

tion to the channel state information, knowledge of the noise and interference statistics.

However, adaptive techniques such as LMS or RLS implementations can be used without

the need of an explicit characterization of the noise and interference statistics.

2.5 Concluding Remarks

An OFDM model thoroughly characterizing the ISI and ICI terms has been pre-

sented. Different data detectors have been formulated, and performance comparisons

were presented. Section 2.4 specialized the model to UWB systems, and results in Sec-

tion 2.3 were used to characterize the sensitivity of an OFDM-based UWB system to key

system parameters. However, the model introduced in this chapter can be used for other

OFDM systems in conjunction with studies of channel estimation, time and frequency

correction, and multi-antenna techniques.
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C H A P T E R 3

Channel Estimation for Non-Ideal OFDM

Systems

3.1 Introduction

Channel estimation plays an integral role in systems relying on coherent demod-

ulation. The receiver generates the channel estimates from the processing of a training

signal of known values (also referred to as a pilot signal). This estimate can be fur-

ther improved by the use of data symbols by way of decision feedback mechanisms. In

OFDM systems, channel estimation consists of estimating the channel gain at each of the

frequency subcarriers. In case of no inter-carrier interference (ICI) and no inter-symbol

interference (ISI), the channel gain at each of the subcarriers is simply the channel fre-

quency response evaluated at the corresponding subcarrier. However, in the case of ICI

and/or ISI, the channel gain for each of the subcarriers is a distorted version of the channel

frequency response at the corresponding subcarrier, as derived in [47], [49], [51].

Channel estimation in the context of OFDM systems has primarily focused on the

algorithm performance/complexity trade-off. However, the cyclic prefix has been widely

assumed to be longer than the channel delay spread [2], [5], [7]-[10], [14], [16], [18], [21],

[22], [24], [26]-[28], [32], [37], [44], [46] and hence, the focus has been on the ISI-free

case. Reference [31] indicated the importance of considering ISI in channel estimation,

but only presented numerical evaluations. This chapter studies the impact of ISI/ICI on the

channel estimation of OFDM systems. We look into several channel estimation criteria

36
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focusing on robustness and performance aspects. The channel estimates are applied to the

DFT output of the OFDM receiver in order to enable coherent detection of the received

symbols. This operation changes the statistics of the DFT output, conditioned on the

channel realization, from complex Gaussian to a special case of a Gaussian quadratic

form. We derive analytical expressions for the BER performance and compare it with

Monte Carlo simulations.

The chapter is structured as follows: Section 3.2 presents the system model and

characterizes the DFT output of the OFDM receiver. Different channel estimation meth-

ods for OFDM systems are analyzed in Section 3.3. We focus on linear estimators and,

in particular, on the simple frequency domain least squares algorithm and on DFT-based

channel estimation algorithms. Section 3.4 characterizes the data detector output and

provides an analytical bit-error rate (BER) characterization for OFDM systems with real-

istic channel estimation. Section 3.5 presents numerical results for the channel estimation

methods introduced in Section 3.3 using as example different ultra-wideband (UWB)

channel models with various imperfections. Finally, Section 3.6 provides some conclud-

ing remarks.

3.2 System Model

The system model is the same as that used in [51], where the discrete-time OFDM

transmit waveform at baseband is given by

un,k =
1√
N

N/2−1∑
m=−N/2

sn,m · ej2πm(k−CP )/N · Πs

[
k

NT

]
(3.1)

and where N is the number of subcarriers, CP is the duration of the cyclic prefix in sam-

ples, NT = N + CP , and sn,m are the information symbols, in general complex-valued.

The index n is used as a time index throughout the chapter and refers to a particular

OFDM symbol. The index m, in turn, is used as a subcarrier index within the OFDM



38

symbol, and the index k is used as a time index for samples within a given OFDM block.

The OFDM symbol duration is T � NTc, and the OFDM block duration is Tf � NT Tc,

where Tc is the symbol duration prior to OFDM modulation. Finally, Πs[k/NT ] is the

shifted rectangular function with unit amplitude and spanning the interval k ∈ [0, NT −1].

The transmitter gives analog support to the discrete-time signal un,k by way of

either a digital-to-analog conversion (DAC) or a pulse shaping filter that we denote by

htx(t). After up-conversion to the carrier frequency, f0, the transmitter output signal

becomes

x(t) = 
{∑

n

NT−1∑
k=0

un,k · htx(t − kTc − nTf ) · ej2πf̂0t

}
(3.2)

where f̂0 is the locally generated carrier frequency at the OFDM transmitter.

The channel low pass equivalent’s impulse response is denoted by hch
lp (t) and can

be expressed as hch
lp (t) �

∑P−1
p=0 λp · δ(t − Dp). Therefore, the channel output may be

expressed as

r(t) = 
{

P−1∑
p=0

λp

∑
n

NT−1∑
k=0

un,k · htx(t − Dp − kTc − nTf ) · ej2πf̂0t

}
+ n(t) (3.3)

where {λp} represent the taps of the channel’s lowpass equivalent impulse response. The

channel is considered to be slowly varying and, in particular, constant during an OFDM

symbol duration. The lowpass equivalent of the channel noise, nlp(t), is assumed to be

complex circular white Gaussian (AWGN) with zero mean and two-sided power spectral

density N0.

Figure 3.1 is a block diagram of the OFDM receiver. The receiver performs, first,

a down-conversion to baseband using the locally generated carrier frequency denoted by

ˆ̂
f0. The down-conversion is followed by a lowpass filtering operation and subsequent

sampling. The lowpass filtering is performed using a filter with impulse response hrx(t).

The CP is discarded and then a DFT is performed.

The effective channel impulse response, h(t), is the convolution of the transmit
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Figure 3.1 Block diagram of OFDM receiver

filter, receive filter and low-pass equivalent channel impulse response, i.e., h(t) � htx(t)∗
hch

lp (t)∗hrx(t). Assuming that h(t) spans the continuous time interval [Dmin, Dmax], then its

sampled version, h(kTc), spans the sample interval [�Dmin/Tc	, 
Dmax/Tc�]. Considering

a possible transmit/receive timing error, τ , the signal h(t + τ) spans the time interval

[Dmin − τ, Dmax − τ ] and its sampled version, h(kTc + τ), spans the sample interval

[�(Dmin − τ)/Tc	, 
(Dmax − τ)/Tc�]. Note that, in general, the transmit/receive timing

error, τ , is much smaller than the channel delay spread, therefore, τ << Dmax. Let us

denote the sample interval limits for the effective channel impulse response as LL for the

lower limit and LU for the upper limit, i.e.,

LL � �(Dmin − τ)/Tc	 and LU � 
(Dmax − τ)/Tc�. (3.4)

The DFT output at the lth subcarrier of the nth OFDM symbol was characterized in [51]

to be

yn,l =

N/2−1∑
m=−N/2

Al,m · sn,m +

N/2−1∑
m=−N/2

Bpre
l,m · sn−1,m +

N/2−1∑
m=−N/2

Bnext
l,m · sn+1,m + ynoise

n,l (3.5)
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where

Al,m � αn

N

(
min(N−1,N+LL−1)∑
k=max(0,LU−CP )

ej2π(Δf+m−l)k/N · H(m)

+

LU−CP−1∑
k=0

ej2π(Δf+m−l)k/N

k+CP∑
ν=LL

h(νTc + τ) · e−j2πmν/N

︸ ︷︷ ︸
if LU>CP

(3.6)

+
N−1∑

k=N+LL

ej2π(Δf+m−l)k/N

LU∑
ν=k−(N−1)

h(νTc + τ) · e−j2πmν/N

︸ ︷︷ ︸
if LL<0

)
.

If LU > CP

Bpre
l,m � αn

N
·ej2πmCP/N

LU−CP−1∑
k=0

ej2π(Δf+m−l)k/N

LU∑
ν=k+CP+1

h(νTc+τ)·e−j2πmν/N , (3.7)

and Bpre
l,m � 0 if LU ≤ CP . Finally, if LL < 0

Bnext
l,m � αn

N
· e−j2πmCP/N

N−1∑
k=N+LL

ej2π(Δf+m−l)k/N

k−N∑
ν=LL

h(νTc + τ) · e−j2πmν/N , (3.8)

and Bnext
l,m � 0 if LL ≥ 0. Note that there is no time-dependency in (3.6), (3.7) and (3.8)

because the analysis assumes the channel realization remains constant over the OFDM

symbol span. The effective channel frequency response at the lth subcarrier is defined to

be H(l) �
∑LU

ν=LL
h(νTc + τ) · e−j2πlν/N . The residual frequency error at the receiver

is defined by Δf � (f̂0 − ˆ̂
f0) and its normalized version by Δf � Δf

1/T
, where 1/T is

the subcarrier frequency spacing. Finally, αn � ej2πΔf(nNT +CP+τ)/N provides the initial

phase at the nth OFDM symbol.

The noise component, ynoise
n,l , in (3.5) is a complex Gaussian with zero mean and

covariance Kynoise(n1, l1; n2, l2) = 1/2 ·E{ynoise
n1,l1

· ynoise∗
n2,l2

} = N0 · δK(n2 − n1) · δK(l2 −
l1) provided that the autocorrelation of the receive front-end filter satisfies the following



41

Data subcarrier Pilot subcarrier

time

fre
qu

en
cy

subcarrier

OFDM symbol

Np pilot subcarriers
(used to construct channel estimates

for detection of data subcarriers in
same OFDM symbol)

OFDM symbol

subcarrier

Pilot subcarrier

time

fre
qu

en
cy

Data subcarrier

TDM pilotFDM pilot

(a) (b)

N pilot subcarriers
(used to construct channel estimates

for detection of data subcarriers in
closest OFDM symbol(s))

Figure 3.2 TDM vs. FDM pilot

condition: Rhrx(kTc) = δK(k), where δK(k) represents the Kronecker delta function

defined as δK(k) �

⎧⎨⎩ 1 if k = 0

0 else
.

This chapter focuses on the channel estimation problem in the presence of both

residual frequency and timing errors. The residual frequency error, Δf , and the transmit-

receive timing error, τ , are assumed to be constant for the time span of the channel esti-

mation process.

3.3 Channel Estimation

In order to perform coherent demodulation at the receiver, reference signals known

at the transmitter and the receiver need to be transmitted within the OFDM waveform.

Different ways to transmit the reference or pilot signal exist as shown in Figure 3.2.

In plot (a) of Figure 3.2, the pilot subcarriers are placed in every OFDM symbol

multiplexed with the data subcarriers in the frequency domain (FDM). In this case, there

is one pilot subcarrier every several subcarriers (note that in the illustration there is one

pilot subcarrier every five subcarriers). We will refer to this structure as an FDM pilot. In

plot (b) of Figure 3.2, the pilot is time-division multiplexed (TDM) with the data. In this

case, there is one OFDM symbol with pilot signal every several OFDM symbols (note
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that in the illustration there is one OFDM symbol with pilot signal every three OFDM

symbols). When the pilot is present in an OFDM symbol it occupies all the subcarriers in

that symbol and the channel estimates from the pilot signal are used in the closest OFDM

symbols with data subcarriers (data subcarriers with solid lines in the illustration). We will

refer to this structure as a TDM pilot. The channel estimation problem, however, is the

same for either method and therefore we will keep a generic notation that applies to both

techniques. Later in the development, we will specialize to a specific pilot transmission

strategy and channel estimation criterion.

If we want to discriminate between contributions of the data and pilot subcarriers

at the output of the DFT, we can re-write (3.5) as

yn,l =
∑

m∈{D(n)}
Al,msn,m +

∑
m∈{P (n)}

Al,msn,m +
∑

m∈{D(n−1)}
Bpre

l,msn−1,m (3.9)

+
∑

m∈{P (n−1)}
Bpre

l,msn−1,m +
∑

m∈{D(n+1)}
Bnext

l,m sn+1,m +
∑

m∈{P (n+1)}
Bnext

l,m sn+1,m + ynoise
n,l

where we have defined {P (n)} as the set of pilot subcarriers, and {D(n)} as the set

of data subcarriers in the nth OFDM symbol. Also, we start denoting the modulation

symbols for the pilot subcarriers as pn,m to distinguish them from the data symbols, sn,m.

For a data subcarrier, i.e., if l ∈ {D(n)}, we can re-write (3.9) as

yn,l = Al,lsn,l +
∑

m∈{D(n)\l}
Al,msn,m +

∑
m∈{P (n)}

Al,mpn,m +
∑

m∈{D(n−1)}
Bpre

l,msn−1,m

+
∑

m∈{P (n−1)}
Bpre

l,mpn−1,m +
∑

m∈{D(n+1)}
Bnext

l,m sn+1,m +
∑

m∈{P (n+1)}
Bnext

l,m pn+1,m

+ynoise
n,l (3.10)

and for a pilot subcarrier, i.e., if l ∈ {P (n)}

yn,l = Al,lpn,l +
∑

m∈{D(n)}
Al,msn,m +

∑
m∈{P (n)\l}

Al,mpn,m +
∑

m∈{D(n−1)}
Bpre

l,msn−1,m
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+
∑

m∈{P (n−1)}
Bpre

l,mpn−1,m +
∑

m∈{D(n+1)}
Bnext

l,m sn+1,m +
∑

m∈{P (n+1)}
Bnext

l,m pn+1,m

+ynoise
n,l (3.11)

where the set of subcarriers {D(n)\l} denotes all the data subcarriers in the nth OFDM

symbol except the lth subcarrier. From (3.10) and (3.11), we can identify the useful

term, the interference created by the pilot subcarriers, the interference created by the data

subcarriers, and the noise. The useful term at the lth subcarrier of the nth OFDM symbol

is yuseful
n,l � Al,l · sn,l for data subcarriers and is yuseful

n,l � Al,l · pn,l for pilot subcarriers.

We define the channel gain of the useful component at the lth subcarrier of the DFT output

by ψl � Al,l. The interference created by the pilot subcarriers may be expressed as

wpilot
n,l �

∑
m∈{P (n)}

Al,m ·pn,m+
∑

m∈{P (n−1)}
Bpre

l,m ·pn−1,m+
∑

m∈{P (n+1)}
Bnext

l,m ·pn+1,m (3.12)

if l ∈ {D(n)}, and

wpilot
n,l �

∑
m∈{P (n)\l}

Al,m·pn,m+
∑

m∈{P (n−1)}
Bpre

l,m ·pn−1,m+
∑

m∈{P (n+1)}
Bnext

l,m ·pn+1,m (3.13)

if l ∈ {P (n)}. Note that for a given residual frequency and timing error, the interference

created by the pilot subcarriers, conditioned on the channel realization, is deterministic,

since the pilot subcarriers are, by definition, known at the transmitter and the receiver.

Finally, to shorten notation, we combine the noise and the data interference into a

single term in (3.14) and (3.15):

wn,l �
∑

m∈{D(n)\l}
Al,m · sn,m +

∑
m∈{D(n−1)}

Bpre
l,m · sn−1,m +

∑
m∈{D(n+1)}

Bnext
l,m · sn+1,m

+ ynoise
n,l (3.14)
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if l ∈ {D(n)}, and

wn,l �
∑

m∈{D(n)}
Al,m · sn,m +

∑
m∈{D(n−1)}

Bpre
l,m · sn−1,m +

∑
m∈{D(n+1)}

Bnext
l,m · sn+1,m

+ ynoise
n,l (3.15)

if l ∈ {P (n)}.

The covariance of the noise-and-interference in subcarriers l1 and l2 of the nth

OFDM symbol, conditioned on the channel realization, is denoted by Kw(n; l1, l2), and

is computed in Appendix A. The variance of the noise-and-interference term in (3.14),

conditioned on the channel realization, can be shown to be given by

σ2
w(n, l) � E{|wn,l|2}/2

=
∑

m∈{D(n)\l}
|Al,m|2 · E{|sn,m|2}/2 +

∑
m∈{D(n−1)}

|Bpre
l,m|2 · E{|sn−1,m|2}/2

+
∑

m∈{D(n+1)}
|Bnext

l,m |2 · E{|sn+1,m|2}/2 + N0 (3.16)

for data subcarriers, where we have assumed independence of data modulation symbols

across subcarriers and OFDM symbols. This variance can be easily computed from (3.15)

for pilot subcarriers.

With this newly-introduced notation, we can re-write (3.10) and (3.11) as

yn,l =

⎧⎨⎩ ψl · sn,l + wpilot
n,l + wn,l if l ∈ {D(n)}

ψl · pn,l + wpilot
n,l + wn,l if l ∈ {P (n)}

, (3.17)

respectively. From the processing of the pilot subcarriers at the DFT output, i.e., the

second expression in (3.17), we will derive the channel estimates at all the data subcarriers

for coherent demodulation of the data. We denote the channel estimate at the lth subcarrier

of the nth OFDM symbol by ĝn,l. In order to measure the quality of the channel estimates,

we define its mean value, conditioned on the channel realization, as ψ̂n,l � E{ĝn,l} and its
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noise-and-interference as vn,l � ĝn,l − E{ĝn,l}. Therefore, the channel estimator output

will be expressed as

ĝn,l � ψ̂n,l + vn,l. (3.18)

The mean value of the channel estimate, conditioned on the channel realization, will

directly determine whether the channel estimate is biased or not. With the channel es-

timate’s mean and variance, we can derive the mean square error (MSE) of the channel

estimate, conditioned on the channel realization, as

MSE(n, l) � E{|ĝn,l−ψl|2} = E{|ψ̂n,l−ψl +vn,l|2} = |ψ̂n,l−ψl|2 +2σ2
v(n, l) (3.19)

which is the sum of the power of the bias and the variance of the estimator.

3.3.1 Frequency Domain Least Squares Channel Estimation

The first step to perform for many channel estimation algorithms is to remove the

known data modulation symbols at each of the pilot subcarriers, yielding

ĝFD−LS
n,l = yn,l/pn,l, l ∈ {P (n)} (3.20)

The estimate in (3.20) is the simplest channel estimator. It is called a frequency domain

(FD) least-squares (LS) estimator [2], and we will look into it in detail as it is the starting

point for the other linear channel estimators in this chapter.

Using (3.17), we can re-write (3.20) as

ĝFD−LS
n,l = (ψl ·pn,l+wpilot

n,l +wn,l)/pn,l = ψl+wpilot
n,l /pn,l+wn,l/pn,l, l ∈ {P (n)} (3.21)

Therefore, the mean value of this estimator, conditioned on the channel realization, is

ψ̂FD−LS
n,l � E{ĝFD−LS

n,l } = ψl + wpilot
n,l /pn,l, l ∈ {P (n)} (3.22)
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and the noise-and-interference term is

vFD−LS
n,l � ĝFD−LS

n,l − E{ĝFD−LS
n,l } = wn,l/pn,l, l ∈ {P (n)} (3.23)

The covariance of the noise-and-interference in subcarriers l1 and l2 at the nth OFDM

symbol, conditioned on the channel realization, is defined to be

KvFD−LS
(n; l1, l2) � E{vFD−LS

n,l1
· vFD−LS∗

n,l2
}/2 =

1

pn,l1 · p∗n,l2

E{wn,l1 · w∗n,l2
}/2 (3.24)

Using the result in Appendix A, and given that l1 and l2 are pilot subcarriers, we can

re-write (3.24) as

KvFD−LS
(n; l1, l2) =

1

pn,l1 · p∗n,l2

(
Pd

∑
m∈{D(n)}

Al1,m · A∗l2,m (3.25)

+Pd

∑
m∈{D(n−1)}

Bpre
l1,m · Bpre∗

l2,m + Pd

∑
m∈{D(n+1)}

Bnext
l1,m · Bnext∗

l2,m + N0 · δK(l2 − l1)
)

where we have assumed constant average power of the data modulation symbols across

the OFDM symbols, i.e., Pd � E{|sn,m|2}/2 = E{|sn−1,m|2}/2 = E{|sn+1,m|2}/2,

and independence of the data modulation symbols across both subcarriers and OFDM

symbols.

The variance of the channel estimate, conditioned on the channel realization, is

easily obtained from (3.25) as

σ2
vFD−LS

(n, l) � KvFD−LS
(n; l, l) (3.26)

=
Pd

|pn,l|2
( ∑

m∈{D(n)}
|Al,m|2 +

∑
m∈{D(n−1)}

|Bpre
l,m|2 +

∑
m∈{D(n+1)}

|Bnext
l,m |2 +

1

Pd

N0

)

We can now compute the MSE of the FD-LS estimate at the lth subcarrier of the nth
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OFDM symbol, conditioned on the channel realization, from (3.19) as

MSEFD−LS(n, l) = |wpilot
n,l /pn,l|2 + 2σ2

vFD−LS
(n, l) (3.27)

3.3.2 Linear Channel Estimator - General Case

In general, a linear channel estimator can be expressed as a linear combination of

the FD-LS channel estimation at the different subcarriers, i.e.,

ĝn,l �
∑

m∈{P (n)}
Ωl,m · ĝFD−LS

n,m (3.28)

Therefore, in general, the mean of the linear channel estimator, conditioned on the channel

realization, will be

ψ̂n,l = E

⎧⎨⎩ ∑
m∈{P (n)}

Ωl,m · ĝFD−LS
n,m

⎫⎬⎭ =
∑

m∈{P (n)}
Ωl,m · E {

ĝFD−LS
n,m

}
=

∑
m∈{P (n)}

Ωl,m · ψm +
∑

m∈{P (n)}
Ωl,m · wpilot

n,m /pn,m (3.29)

and the noise-and-interference vn,l =
∑

m∈{P (n)}Ωl,m · wn,m/pn,m. Thus,

Kv(n; l1, l2) = E{vn,l1v
∗
n,l2

}/2

= E{
∑

m1∈{P (n)}
Ωl1,m1wn,m1/pn,m1

∑
m2∈{P (n)}

Ω∗l2,m2
w∗n,m2

/p∗n,m2
}/2

=
∑

m1∈{P (n)}

∑
m2∈{P (n)}

Ωl1,m1 · Ω∗l2,m2

pn,m1 · p∗n,m2

· E{wn,m1w
∗
n,m2

}/2 (3.30)

From the result in Appendix A, and given that l1, l2 are pilot subcarriers, we re-write

(3.30) as

Kv(n; l1, l2) =
∑

m1∈{P (n)}

∑
m2∈{P (n)}

Ωl1,m1 · Ω∗l2,m2

pn,m1 · p∗n,m2

(
Pd

∑
ϑ∈{D(n)}

Am1,ϑA
∗
m2,ϑ
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+Pd

∑
ϑ∈{D(n−1)}

Bpre
m1,ϑB

pre∗
m2,ϑ + Pd

∑
ϑ∈{D(n+1)}

Bnext
m1,ϑB

next∗
m2,ϑ + N0 · δK(m2 − m1)

)
(3.31)

where we have assumed again constant average power of data subcarriers across OFDM

symbols, and independence of the data modulation symbols across both subcarriers and

OFDM symbols. Finally, the variance of the channel estimate at the lth subcarrier, condi-

tioned on the channel realization, is given by

σ2
v(n, l) � Kv(n; l, l) =

∑
m1∈{P (n)}

∑
m2∈{P (n)}

Ωl,m1 · Ω∗l,m2

pn,m1 · p∗n,m2

(
Pd

∑
ϑ∈{D(n)}

Am1,ϑA
∗
m2,ϑ

+Pd

∑
ϑ∈{D(n−1)}

Bpre
m1,ϑB

pre∗
m2,ϑ + Pd

∑
ϑ∈{D(n+1)}

Bnext
m1,ϑB

next∗
m2,ϑ + N0 · δK(m2 − m1)

)
(3.32)

The MSE of the channel estimate can be computed from the expressions in (3.29) and

(3.32), as shown in (3.19).

3.3.3 DFT-based Channel Estimation

A particular example of a linear estimator is one based upon the DFT. Motivated

by the fact that, for the ISI-free case, the channel gain at the lth subcarrier is simply the

channel’s frequency response evaluated at that subcarrier, DFT-based channel estimation

methods have been widely studied for OFDM systems [2], [14].

In order to simplify the analysis, we use the following matrix representation of the

signals at the DFT output:

y(n) = Dψ · s(n) + wpilot(n) + w(n) (3.33)

where Dψ is a diagonal matrix of size (N ×N) with entries corresponding to the channel

gain, ψl, at each of the subcarriers. The modulation symbols at each of the N subcarri-

ers are represented by the column vector s(n). Similarly, the interference created by the

pilot subcarriers is represented by the column vector wpilot(n), and the noise and data
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interference are represented by the column vector w(n). The previous Section has de-

fined the FD-LS channel estimate as ĝFD−LS(n) = D−1
p (n) ·ypilot(n), where D−1

p (n) is a

diagonal matrix of size (Np × Np) containing the inverse of the known modulation sym-

bols at the pilot subcarriers, and where ypilot(n) is a column vector with the DFT outputs

corresponding to the Np pilot subcarriers.

We will focus our analysis on the estimator “C” in [14], setting M (the number of

coefficients for time-domain processing) to Nh. Therefore, the channel estimate can be

written as

ĝDFT (n) = FN · X · YH · FH
Np

· ĝFD−LS(n) (3.34)

where FN is the DFT matrix of size N and therefore FN [l, k] = 1√
N

e−j2π(l−N/2)k/N , l =

0, . . . , (N − 1), k = 0, · · · , (N − 1). FH
N is the IDFT matrix of size N . The matrix X

of size (N × Nh) zero pads an input vector of length Nh to length N and is defined in

(3.35). The matrix YH of size (Nh ×Np) truncates an input vector of length Np to length

Nh and is also defined in (3.35). Note that in (3.34),

X =

⎡⎣ INh

0(N−Nh)×Nh

⎤⎦ and Y =

⎡⎣ INh

0(Np−Nh)×Nh

⎤⎦ (3.35)

Therefore, the DFT-based channel estimator takes the Np FD-LS channel esti-

mates and transforms them to the time domain. Note that we consider the case where

the number of pilot subcarriers, Np, may be different from the number of subcarriers in

the system, N , to include the case where, for example, pilot subcarriers are frequency

multiplexed with data subcarriers. Therefore, Np ≤ N . However, note that Np will be the

upper limit of the number of time-domain samples that we can estimate.

The matrix YH in (3.35) performs time-domain processing. Different techniques

can be used to process the channel impulse response taps in the time domain [14], but we

consider the truncation operation to retain only the first Nh samples. Note that, unlike Np,

which is a fixed system parameter (number of pilot subcarriers in an OFDM symbol), the
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value of Nh can be adapted at the receiver depending on, for example, the actual channel

delay spread. These samples are then zero-padded to length N by way of the matrix X.

Finally, the DFT provides a channel estimate at the N system subcarriers.

We can re-write (3.28) in matrix form as ĝ(n) = Ω · ĝFD−LS(n), and therefore the

DFT-based channel estimator can be characterized as shown in the general case of linear

channel estimator by setting Ω = FN · X · YH · FH
Np

.

3.4 Data Detection

Different data detection criteria exist. We will focus on the simplest one, consist-

ing of a single-tap equalizer defined as

zn1,l = yn1,l · ĝ∗n2,l (3.36)

where ĝn,l is the channel estimate for the lth subcarrier of the nth OFDM symbol. In

order to keep the derivations generic for FDM and TDM pilots, we use the suffix n1 for

indexing the OFDM symbol for which data detection is performed, and we use the suffix

n2 for indexing the OFDM symbol for which channel estimation for the data detection of

the n1-th OFDM symbol is performed. Substituting (3.17) and (3.18) in (3.36) yields

zn1,l = (ψl · sn1,l + wpilot
n1,l + wn1,l) · (ψ̂∗n2,l + v∗n2,l)

= (ψl · ψ̂∗n2,l · sn1,l + ψ̂∗n2,l · wpilot
n1,l ) + (ψl · sn1,l + wpilot

n1,l ) · v∗n2,l + wn1,l · ψ̂∗n2,l

+ wn1,l · v∗n2,l (3.37)

Note that, conditioned on a channel realization, the expression in (3.36) is the result of

the product of two complex Gaussian random variables. From Equation (B-1) of [1], the

decision variable at the data detector can be expressed as a special case of the following

general quadratic form: D =
∑L

k=1 (A|Xk|2 + B|Yk|2 + CXkY
∗
k + C∗X∗

kYk). For our
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problem, L = 1, A = B = 0 and C = 1/2, yielding D = {XY ∗} which is the

decision variable at the data detector output for BPSK modulation and the single-tap

equalizer receiver. The impact of imperfect channel estimation in CDMA systems with

rake receivers has been investigated before, e.g., [45], [48], [50], however, to the best of

the authors’ knowledge, no such analysis has been published for OFDMA systems.

In the context of our analysis, X is the DFT output that we have denoted by

yn,l = ψl + wpilot
n,l + wn,l, assuming sn,l = 1, and Y is the channel estimate that we have

denoted by ĝn,l = ψ̂n,l + vn,l.

From Equation (B-21) in [1], the bit error probability at one subcarrier for BPSK

is

Pb = Q1(a, b) − v2/v1

1 + v2/v1

· I0(ab) · e−(a2+b2)/2 (3.38)

where Q1(a, b) is the Marcum Q function and I0(x) is the zeroth order modified Bessel

function of the first kind. The parameters v1 and v2 are defined in (3.42) and (3.43), re-

spectively, and are a function of the central second order moment and the cross-covariance

of yn,l and ĝn,l. The variables a and b are defined in (3.45) and are a function of the first

and central second order moments, and the cross-covariance of yn,l and ĝn,l.

The first order and the central second order moments of yn,l and ĝn,l, conditioned

on the channel realization, are

E{yn,l|ψl
} = ψl + wpilot

n,l , E{ĝn,l|ψl
} = ψ̂n,l (3.39)

V ar(yn,l|ψl
) = σ2

w(n, l), V ar(ĝn,l|ψl
) = σ2

v(n, l) (3.40)

The cross-covariance of yn1,l and ĝn2,l, conditioned on the channel realization, is

ρyĝ(n1, n2; l) = E{wn1,l · v∗n2,l|ψl
}/2 (3.41)
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and is characterized in Appendix A. From here, we drop the subscripts in yn,l and ĝn,l to

shorten notation.

The variables v1 and v2 for our special case are given by

v1 =

√
w2 +

1

(V ar(y) · V ar(ĝ) − |ρyĝ|2) · (|C|2 − AB)
− w

=

√
4({ρyĝ})2

(σ2
wσ2

v − |ρyĝ|2 )2 +
4

σ2
wσ2

v − |ρyĝ|2 − 2{ρyĝ}
σ2

wσ2
v − |ρyĝ|2

= 2

√
({ρyĝ})2 + σ2

wσ2
v − |ρyĝ|2

(σ2
wσ2

v − |ρyĝ|2)2
− 2{ρyĝ}

σ2
wσ2

v − |ρyĝ|2

=
2

σ2
wσ2

v − |ρyĝ|2
(√

({ρyĝ})2 + σ2
wσ2

v − |ρyĝ|2 −{ρyĝ}
)

(3.42)

and

v2 =

√
w2 +

1

(V ar(y) · V ar(ĝ) − |ρyĝ|2) · (|C|2 − AB)
+ w

=
2

σ2
wσ2

v − |ρyĝ|2
(√

({ρyĝ})2 + σ2
wσ2

v − |ρyĝ|2 + {ρyĝ}
)

(3.43)

where we have used

w =
A · V ar(y) + B · V ar(ĝ) + C · ρ∗yĝ + C∗ · ρyĝ

2(V ar(y) · V ar(ĝ) − |ρyĝ|2) · (|C|2 − AB)
=

2{ρyĝ}
σ2

wσ2
v − |ρyĝ|2 . (3.44)

In addition,

a =

[
2v2

1v2(α1v2 − α2)

(v1 + v2)2

]1/2

and b =

[
2v1v

2
2(α1v1 + α2)

(v1 + v2)2

]1/2

(3.45)

where

α1 = (|C|2 − AB) · (|E{y}|2V ar(ĝ) + |E{ĝ}|2V ar(y) − E∗{y}E{ĝ}ρyĝ (3.46)

−E{y}E∗{ĝ}ρ∗yĝ

)
=

1

4

(
|ψ + wpilot|2 · σ2

v + |ψ̂|2 · σ2
w − 2{ψ̂ · (ψ + wpilot) · ρyĝ}

)
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and

α2 = A · |E{y}|2 + B · |E{ĝ}|2 + CE∗{y}E{ĝ} + C∗E{y}E∗{ĝ}
= {(ψ + wpilot) · ψ̂∗}. (3.47)

Section 3.5 will evaluate the BER performance for different UWB channel models and

with different channel estimation algorithms.

3.5 Performance Characterization

The performance characterizations in this Section will use realizations of the

UWB channel model described in [29]. We will use the two extremes in terms of chan-

nel delay spread, namely channel model 1 (CM1), based on (0-4m) line-of-sight (LOS)

channel measurements, and channel model 4 (CM4), generated to fit a 25ns RMS delay

to represent the extreme NLOS multipath channel for UWB applications.

All the evaluations assume an OFDM-based UWB system with N = 128 sub-

carriers with a subcarrier spacing of 4.125MHz (T = 242.42ns). The CP duration is

assumed to be TCP = 60.61ns, and we assume a single-tap equalizer detector. The BERs

shown are the result of averaging the performance over 1000 channel realizations. The

analytical results using the derivations in Section 3.4 also are compared to simulation re-

sults for all the evaluations (simulation results are distinguished by characters in the plots

e.g., ‘*’ and analyses by corresponding solid lines).

Figure 3.3 through Figure 3.6 show the BER sensitivity to the pilot signal density.

For these evaluations, we assume 1% residual frequency error and an early sampling at

the receiver corresponding to 12.5% of the CP, i.e., τ = −4Tc. Figure 3.3 shows the BER

averaged over 1000 CM1 realizations for different pilot densities for the FD-LS channel

estimator. The BER is shown for perfect channel estimation, for a TDM pilot (100% pilot

density) and for FDM pilots with 50%, 33% and 25% densities. Results for TDM pilots
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Figure 3.3 BER performance vs. pilot density for CM1, FD-LS

assume the channel remains constant for a time interval starting at the OFDM symbol used

for channel estimation and ending at the the last OFDM symbol used for data detection.

The FD-LS channel estimates for the FDM pilot cases are linearly interpolated to obtain

the channel estimates on the data subcarriers. This linear interpolator can be seen as a

special realization of the matrix Ω in the general linear channel estimator in Subsection

3.3.2. As we can see, the performance worsens as we go to sparser pilot densities.

Figure 3.4 shows the same characterization for a DFT-based channel estimator.

The number of time-domain samples to estimate has been set to Nh = 64 for both the

TDM pilot and the FDM pilot with 50% density. The number of time-domain samples

has been set to the number of pilot subcarriers for the other FDM pilot configurations, i.e.,

Nh = 43 and Nh = 32 for 33% and 25% pilot densities, respectively. The performance

improvement with respect to the FD-LS channel estimator is significant, particularly for

the FDM pilots with sparser densities.
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Figure 3.4 BER performance vs. pilot density for CM1, DFT-based

Figure 3.5 shows the average performance of the FD-LS channel estimator using

1000 CM4 realizations. This channel model incurs high levels of ISI, and from the results,

we can see that there is now a large degradation due to channel estimation. Indeed, the

BER for the FDM pilot hits an error floor at very large values. Therefore, these results

indicate that the linear interpolator that we use in conjunction with the FD-LS channel

estimator is not adequate for this highly frequency selective channel. Also, we can clearly

see the very severe impact of ISI into the detection performance.

Figure 3.6, in turn, shows the same performance characterization for a DFT-based

channel estimator. The number of time-domain samples to estimate has been set in the

same way as for Figure 3.4, i.e., Nh = 64 for the TDM pilot and the FDM pilot with 50%

density, and Nh = 43 and Nh = 32 for the 33% and 25% pilot densities, respectively.

Note that Nh = 64 corresponds to twice the time span of the CP, and this is the case

with best BER performance. Further, note that performance of the DFT-based channel

estimator is consistently better than that of the FD-LS channel estimator, however the
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Figure 3.5 BER performance vs. pilot density for CM4, FD-LS

performance degradation due to channel estimation is quite considerable in either case.

Figure 3.7 shows the impact on channel estimation at different levels of residual

frequency error. The results are obtained using 1000 CM1 realizations and perfect timing

synchronization to isolate the impact of the residual frequency error. We choose a TDM

pilot and a DFT-based channel estimator. The number of time-domain samples to obtain

the estimate has been set to Nh = 64. The results show graceful performance degradation

as the residual frequency error increases from 0% to 10% of the subcarrier spacing.

Figure 3.8 shows the impact on channel estimation at different levels of residual

timing error. The results are obtained using 1000 CM1 realizations, perfect frequency

synchronization, an FD-LS channel estimator and a TDM pilot. We can see, for this case,

that a negative timing error (early sampling) of 10 samples has little impact in perfor-

mance compared to perfect timing synchronization. This timing error is absorbed by the

CP. However, a positive timing error (late sampling) severely impacts the performance, as
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Figure 3.6 BER performance vs. pilot density for CM4, DFT-based
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Figure 3.7 BER sensitivity to residual frequency error with DFT-based channel estimator
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Figure 3.8 BER sensitivity to transmit/receive timing errors with FD-LS channel estima-

tor

ISI from the next OFDM symbol is inevitably incurred.

3.6 Concluding Remarks

This chapter has analyzed the impact of realistic channel estimation in OFDM

systems accounting for imperfections such as residual time and frequency error, and a

channel delay spread larger than the CP. We have also studied the impact of the pilot

signal density on the data demodulation performance.

From the performance study at different levels of residual frequency error, the ef-

fect of intercarrier interference on channel estimation has been shown to be small. How-

ever, intersymbol interference severely impacts the quality of the channel estimates and

hence can yield a large (>2dB) data demodulation performance degradation.

The pilot signal density and the associated channel estimation algorithm have been
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shown to be critical for the ISI cases. Note that ISI may be incurred by a channel delay

spread larger than the CP, or by timing errors at the terminal receiver (late sampling),

irrespective of the channel delay spread.

The large degradation in performance due to ISI emphasizes the importance of se-

lecting an adequate CP length in OFDM systems. Further, channel estimation algorithms

providing robust performance in the presence of ISI are critical for robust performance of

OFDM systems.
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C H A P T E R 4

Cognitive Aspects of OFDM-based UWB and

How to Enable Them

4.1 Introduction

Wireless communications systems are characterized by a choice of multiple ac-

cess scheme and a set of system parameters. These system parameters may be related to

the deployment characteristics, e.g., center carrier frequency, system bandwidth; or to the

specifics related to the multiple access scheme, e.g., spreading factor for CDMA systems

or number of subcarriers for OFDM systems. Traditionally the set of system parameters

is fixed or very rigid for a given deployment scenario and is selected with a ‘one-size-fits-

all’ mentality. An example of such design criterion is the LTE system where the subcarrier

spacing is 15kHz for all the unicast applications, and is 7.5kHz for dedicated multicast

operation for single frequency network (SFN) operation and without return link. The

choice of the subcarrier spacing is the same irrespective of the typical terminal speed in

a given cell, which could range from static or pedestrian speeds to high speed trains at

350km/h. Similarly, there are two cyclic prefix durations of 4.7μs and 16.66μs for the

so-called ‘normal CP’ and ‘extended CP’ operation, respectively. The CP duration is not

expected to adapt to the channel conditions but is rather semi-statically configured for a

given cell or even a given deployment scenario. The same CP duration is used irrespective

of whether a cell is a hot-spot with line-of-sight (LOS) or a scattered micro-cell deploy-

ment in a big city down-town. Advances in RF and baseband processing enable the use of

60
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software defined radios for operation in wireless systems. This new capability opens up

a new range of possibilities when it comes to the operation of wireless systems. It could

be no longer required to use a very rigid set of system parameters to operate in a wireless

system, but rather one can envision adapting the set of system parameters to the environ-

mental characteristics with the objective to maximize the spectral efficiency and hence

the user experience or minimize the ‘cost’ to move bits over the air. This is particularly

true for point-to-point communications where the ‘system’ parameters can be optimized

for that particular set of communicating entities or network nodes. The adaptation to the

environment is enabled by a cognitive component at the network nodes that need to es-

tablish a communication link. Therefore, there will be a learning/identification process at

the receiver followed by the selection of parameters optimizing the link performance, and

their subsequent application. This chapter investigates a cognitive OFDM system where

the OFDM system parameters are adapted to the environmental conditions. We first dis-

cuss the parameters that define an OFDM system. Then, we define cognitive OFDM by

listing the system parameters that will be adapted to the environment. We present the sys-

tem model and describe what receiver operations are generalized to enable the cognitive

component of the system operation. We then discuss the adaptation process which has the

goal to select the system parameters that are best for the given environment. The chapter

continues with the analysis of the proposed operation supported by simulations. We finish

the chapter with some concluding remarks.

4.2 OFDM System Parameters

Consider an OFDM system with a bandwidth of B Hz. We define the sample time

as Ts � 1/B seconds and we introduce the following OFDM parameters:

• OFDM symbol duration without CP: T seconds or N samples. Note the following

parameter relationships: T = N ·Ts, also B = N/T = 1/Ts. Further note that 1/T

Hz is the OFDM subcarrier spacing.
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• CP duration: TCP seconds or CP samples (TCP = CP · Ts)

• Pilot (reference signal) structure

Note that the number of subcarriers is the same as the number of samples without CP in

an OFDM symbol, i.e., N = B/(1/T ) = T/Ts. Further, note that not all the subcarriers

need to be used for communication and some subcarriers may be skipped at the transmit-

ter and the receiver to e.g., avoid interfering other users or systems. In an OFDM system,

the following conditions need to apply to maintain orthogonality across the different sub-

carriers:

• The channel is to remain constant over the OFDM symbol duration

• The channel frequency response is to be flat on a subcarrier

Defining Tcoh as the coherence time of the channel, the first condition implies that

T << Tcoh ∼ 1/fd (4.1)

where fd is the Doppler frequency. Similarly, defining Bcoh as the coherence frequency

of the channel, the second condition implies that

1/T << Bcoh ∼ 1/τmax (4.2)

where τmax is the maximum channel path delay. Therefore, putting the inequalities in

(4.1) and (4.2) together implies that the symbol duration, T , in the an OFDM system is to

satisfy

τmax << T << 1/fd (4.3)

Additionally, the CP needs to be long enough to avoid severe effect of ISI, and therefore

TCP ∼ τmax. The CP enables an ISI-free operation of the OFDM system, however, it

incurs and unrecoverable overhead equal to TCP /(T + TCP ) = CP/(N + CP ) which
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should be kept as small as possible. Therefore, since the relative CP overhead should

be small, the CP duration should be much smaller than the OFDM symbol duration, i.e.,

TCP << T .

If TCP ∼ τmax, then T >> TCP from the condition on flat frequency response on

a subcarrier.

Regarding the pilot structure, it is important to have a time/frequency structure of

the pilot signal so that it has an adequate time-density according to Tcoh, and an adequate

frequency-density according to Bcoh and yet incurring the minimum overhead.

4.3 Cognitive OFDM

In this chapter we investigate an OFDM system that adapts selected system pa-

rameters to maximize the system’s spectral efficiency. This maximization will improve

the user experience and will optimize the use of physical resources (time and frequency)

over the air. According to Section 4.2, the system parameters that are adapted are the

OFDM symbol duration, the CP duration and the pilot or reference signal structure. In

addition, we will consider the optimization of the DFT window placement, which is, in-

deed, a time tracking algorithm targeting maximization of the spectral efficiency at the

receiver node. This optimization is important because the other optimizations build on

top of it.

On top of the optimization of these system parameters (pilot structure, CP duration

and OFDM symbol duration), the communication system can, and, indeed, should per-

form link adaptation in the form of power control, modulation-and-coding (MCS) adap-

tation, and other scheduler operations (e.g., selection of time and frequency resources for

the use of the communication link).
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4.3.1 Symbol duration

The symbol duration, T seconds, determines the OFDM subcarrier spacing 1/T

Hz. Therefore, for a given operating system bandwidth, B = N/T Hz, longer OFDM

symbols (larger T ) yield more subcarriers (larger N ) with lower subcarrier spacing (smaller

1/T ). Longer OFDM symbols have the advantaged of having less ISI effect and less CP

overhead (for the same CP duration). At the same time, longer OFDM symbols are more

prone to ICI due to channel variations over the duration of the symbol, and also yield

lower subcarrier spacing, which has the disadvantage of being more prone to frequency

errors.

Clearly, the benefits of having a longer OFDM symbol are directly related to the

drawbacks of having a shorter OFDM symbol, and vice-versa. Therefore, the cognitive

component at the receiver needs to identify the right trade-off balance to minimize the CP

overhead while maintaining the orthogonality across subcarriers.

Note that the number of dimensions (time and frequency resources) does not

change with different OFDM symbol duration. Longer OFDM symbols yield more sub-

carriers over a longer time interval, while shorter OFDM symbols yield less subcarriers

over a shorter time interval.

4.3.2 CP duration

The CP in OFDM systems enables ISI-free operation while incurring non-recoverable

overhead. Therefore, it is desirable to have a CP as small as possible while still maintain-

ing orthogonality across subcarriers and enough robustness against timing errors. It is

important to note that it may be beneficial to operate the system with some residual ISI

but with smaller CP overhead, rather than with no ISI but with larger CP overhead. This

comment will become manifest with the study in Section 4.6.3. The cognitive component

at the receiver needs to identify the channel delay spread to accordingly adapt the CP

duration to an optimal value. The CP overhead is related to the OFDM symbol duration
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Figure 4.1 Block diagram of OFDM system model

and therefore, the CP overhead is effectively reduced having longer OFDM symbols. The

OFDM symbol duration is discussed in the previous subsection and has its own selection

trade-offs.

4.3.3 Pilot structure

The pilot signal enables channel estimation at the receiver for coherent demodu-

lation of the data. In OFDM systems, the pilot structure consists of the frequency and

time placement of pilot symbols in the overall transmission waveform. The sampling

frequency provided by the pilot subcarriers needs to be adequate to capture frequency-

domain variations of the channel and therefore is related to the channel coherence band-

width. Note that the channel coherence bandwidth was also relevant for the determination

of the CP duration. The sampling in time provided by the pilot needs to capture the time-

domain variations of the channel and therefore is related to the channel coherence time.

Note that the channel coherence time was also relevant for the determination of the OFDM

symbol duration.

4.4 System Description

We consider a regular discrete-time OFDM system [51] with some generalized

receiver operations related to the CP discarding and the DFT operation. Figure 4.1 is a

block diagram of the OFDM system model.



66

The transmission of the nth OFDM symbol is described as

x(n) � TCP · FH
N · s(n) (4.4)

where, s(n) is a column vector of size N with the modulation symbols (data and pilot

multiplexed in the frequency domain as shown in Figure 4.3) for each of the N subcarriers

at the nth OFDM symbol. FN is the DFT matrix of size (N ×N) and therefore, FH
N is the

IDFT matrix of the same size.

FN � 1√
N

⎡⎢⎢⎢⎢⎢⎢⎣
e−j2π(−N

2
)·0/N e−j2π(−N

2
)·1/N · · · e−j2π(−N

2
)·(N−1)/N

e−j2π(−N
2

+1)·0/N e−j2π(−N
2

+1)·1/N · · · e−j2π(−N
2

+1)·(N−1)/N

...
...

. . .
...

e−j2π(N
2
−1)·0/N e−j2π(N

2
−1)·1/N · · · e−j2π(N

2
−1)·(N−1)/N

⎤⎥⎥⎥⎥⎥⎥⎦ (4.5)

Defining NT � (N + CP ), the matrix TCP is of size (NT × N) and inserts the CP of

length CPtx samples at the OFDM transmitter. It can be expressed in matrix form as

TCP =

⎡⎣ 0CPtx×(N−CPtx) ICPtx

IN

⎤⎦
NT×N

(4.6)

The output of the channel at the nth OFDM symbol is described as [51]

r(n) � H(n) · x(n) + Hpre(n) · x(n − 1) + Hnext(n) · x(n + 1) + ω(n) (4.7)

where H(n), Hpre(n) and Hnext(n) represent the channel matrices at the nth OFDM sym-

bol. Note that these channel matrices account for the filtering processes at the OFDM

transmitter and receiver. Further, note that we account for possible time-variations of the

channel matrices as shown by the use of the argument ‘n’. These channel matrices can be

illustrated as shown in Figure 4.2.

The channel matrices depend on the placement of the OFDM symbol boundary at
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Figure 4.2 Illustration of construction of channel matrices

the receiver, in other words, the channel matrices depend on the timing synchronization

of the OFDM receiver. We will use the variable d̂n to indicate the sample that the OFDM

receiver deems to be the first sample in the nth OFDM symbol, and that, hence, will de-

termine the DFT window placement for the reception of that symbol. In an actual OFDM

receiver, the determination of d̂n is the result of running a time-synchronization algorithm

procedure to determine the OFDM symbol boundaries. This procedure is usually assisted

by synchronization signals in the OFDM system to facilitate the task to determine the first

sample of a given OFDM symbol. Once the synchronization signals have been used for

the determination of the OFDM symbol boundaries, the OFDM receiver may choose to

update the symbol boundary to e.g., trade ISI from previous or next OFDM symbol by

different placements of the DFT window.

4.4.1 CP discarding and modeling of residual frequency error

At the receiver, the CP discarding operation performs the following operation

y′CP(n) � RCP · r(n) (4.8)
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where RCP is a matrix of size (N × NT ) that discards the CP at the OFDM receiver.

While traditional OFDM receivers would discard the first CP samples, this CP discarding

operation is more generic and will discard a number of samples, CPrx ≤ CPtx, at the

beginning of the OFDM symbol and a number of samples, (CPtx − CPrx), at the end of

the OFDM symbol. We denote this operation by ‘partial CP removal’ and it will be useful

to investigate the effect of having a smaller CP duration with the objective to make the

selection of the optimal CP duration. It can be represented as

RCP �
[
0N×CPrx IN 0N×(CPtx−CPrx)

]
N×NT

(4.9)

Note that the traditional CP discarding can be expressed as RCP � [0N×CPtx IN ]N×NT
.

The residual frequency offset at the receiver is modeled as a time varying diagonal

matrix that we denote by Mφ(n):

Mφ(n) � αn ·

⎡⎢⎢⎢⎢⎢⎢⎣
ej2πΔf ·0/N 0 · · · 0

0 ej2πΔf ·1/N · · · 0
...

...
. . .

...

0 0 · · · ej2πΔf ·(N−1)/N

⎤⎥⎥⎥⎥⎥⎥⎦ (4.10)

where αn � ej2πΔf(nTf+TCP +τ)/T provides the initial phase of each OFDM block [51].

The parameters Tf and TCP represent the OFDM block and CP duration, respectively.

Note that Tf = T + TCP . Also, the parameter Δf represents the residual frequency

error at the receiver normalized by the subcarrier frequency spacing 1/T . Finally, the

parameter τ denotes the transmit-receive timing difference. A value of τ = 0 implies

that the first sample at the OFDM receiver corresponds to the first sample of the OFDM

symbol multiplied by the first channel gain.

Therefore, we define

yCP(n) = Mφ(n) · y′CP(n) (4.11)
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= Mφ(n)RCPH(n)TCPF
H
Ns(n) + Mφ(n)RCPHpre(n)TCPF

H
Ns(n − 1)

+Mφ(n)RCPHnext(n)TCPF
H
Ns(n + 1) + Mφ(n)RCPω(n)

We will ignore the phase rotation of ω(n), since the channel’s noise is assumed to be

complex circular, and therefore, a phase rotation does not change its statistical character-

ization.

Defining the following channel matrices

H̃(n) � RCP · H(n) · TCP

H̃pre(n) � RCP · Hpre(n) · TCP (4.12)

H̃next(n) � RCP · Hnext(n) · TCP

we can re-write

yCP(n) = Mφ(n) · H̃(n) · FH
N · s(n) + Mφ(n) · H̃pre(n) · FH

N · s(n − 1) (4.13)

+ Mφ(n) · H̃next(n) · FH
N · s(n + 1) + RCP · ω(n)

4.4.2 DFT output

The DFT output operation at the OFDM receiver yields

y(n) � FN · yCP(n) (4.14)

Developing the terms in(4.14) yields

y(n) = FN · Mφ(n) · H̃(n) · FH
N · s(n) + FN · Mφ(n) · H̃pre(n) · FH

N · s(n − 1)

+ FN · Mφ(n) · H̃next(n) · FH
N · s(n + 1) + FN · RCP · ω(n) (4.15)
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Defining the following effective channel matrices and the noise at the DFT output as

A(n) � FN · Mφ(n) · H̃(n) · FH
N (4.16)

Bpre(n) � FN · Mφ(n) · H̃pre(n) · FH
N (4.17)

Bnext(n) � FN · Mφ(n) · H̃next(n) · FH
N (4.18)

ynoise(n) � FN · RCP · ω(n) (4.19)

we can re-write (4.15) as

y(n) = A(n) · s(n) + Bpre(n) · s(n − 1) + Bnext(n) · s(n + 1) + ynoise(n) (4.20)

We can separate the desired term from the ICI term using the following equality A(n) ·
s(n) = DA(n) · s(n) + DA(n) · s(n), where DA(n) is a diagonal matrix with the entries

of the diagonal of A, and DA(n) � A − DA. Therefore, we can re-write (4.20) as

y(n) = DA(n) · s(n)+DA(n) · s(n)+Bpre(n) · s(n− 1)+Bnext(n) · s(n+1)+ynoise(n)

(4.21)

Denoting the number of data subcarriers in an OFDM symbol by Nd, we define the matrix

Λd of size (Nd × N). Λd is a matrix with entries taking values 0 or 1, which extracts the

rows of a vector of size (N × 1) corresponding to data subcarriers. Similarly, denoting

the number of pilot subcarriers in an OFDM symbol by Np, we define the matrix Λp of

size (Np × N). Λp is a matrix with entries taking values 0 or 1, which extracts the rows

of a vector of size (N × 1) corresponding to pilot subcarriers. Note that N = (Nd + Np),

further note that ΛH
d ·Λd +ΛH

p ·Λp = IN . With these definitions, we can further separate

the contribution of the data and pilot subcarriers in (4.21) as

y(n) = DA(n) · s(n) + DA(n) · ΛH
d · Λd · s(n) + DA(n) · ΛH

p · Λp · s(n)

+ Bpre(n) · ΛH
d · Λd · s(n − 1) + Bpre(n) · ΛH

p · Λp · s(n − 1) (4.22)
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Figure 4.3 Illustration of pilot and data transmission (FDM)

+ Bnext(n) · ΛH
d · Λd · s(n + 1) + Bnext(n) · ΛH

p · Λp · s(n + 1) + ynoise(n)

We assume a pilot transmission consisting of inserting pilot subcarriers on each

OFDM symbol.

The same pilot transmission is assumed on every OFDM symbol to facilitate the

optimization process. Indeed, the optimization process will yield a solution with OFDM

symbols as long as possible to minimize the CP overhead while retaining orthogonality

of the subcarriers to maximize the capacity of the communication link. Note that the

parameter Mp characterizes the FDM pilot transmission depicted in Figure 4.3 as there is

one pilot subcarrier every Mp subcarriers starting from the first subcarrier.

Defining the interference caused by the pilot subcarriers by

wpilot(n) � DA(n)ΛH
p Λps(n)+Bpre(n)ΛH

p Λps(n−1)+Bnext(n)ΛH
p Λps(n+1) (4.23)
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and the total noise-and-interference by

w(n) � DA(n)ΛH
d Λds(n)+Bpre(n)ΛH

d Λds(n−1)+Bnext(n)ΛH
d Λds(n+1)+ynoise(n),

(4.24)

we can re-write (4.22), i.e., the DFT output in vector form as

y(n) = DA(n) · s(n) + wpilot(n) + w(n). (4.25)

The covariance of the noise-and-interference at the DFT output conditioned on the chan-

nel realization is

Kw =
1

2
E{w · wH}

= DA(n)ΛH
d ΛdKs(n)ΛH

d ΛdD
H

A (n) + Bpre(n)ΛH
d ΛdKs(n − 1)ΛH

d ΛdB
H
pre(n)

+ Bnext(n)ΛH
d ΛdKs(n + 1)ΛH

d ΛdB
H
next(n) + Kynoise

(n) (4.26)

where we have assumed independence of the transmit symbols across different OFDM

symbols, and where we have introduced the covariance of the transmit symbols Ks(n) �
1
2
E{s(n) · sH(n)}, and the covariance of the noise at the DFT output Kynoise

(n) �
1
2
E{ynoise(n) · yH

noise(n)}. Assuming independence of transmit symbols across subcar-

riers, i.e., Ks(n) = Ks(n − 1) = Ks(n + 1) = PsIN , and uncorrelated noise across

subcarriers, i.e., Kynoise
(n) = σ2

noirseIN , then we can re-write (4.26) as

Kw = PsDA(n)ΛH
d ΛdD

H

A (n) + PsBpre(n)ΛH
d ΛdB

H
pre(n)

+ PsBnext(n)ΛH
d ΛdB

H
next(n) + σ2

noiseIN (4.27)

where we have used the fact that ΛdΛ
H
d = INd

. We can express the DFT output at the lth

subcarrier of the nth OFDM symbol as

yn,l = ψn,l · sn,l + wpilot
n,l + wn,l (4.28)
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where

wn,l =
∑

m∈{D(n)\l}
Al,msn,m +

∑
m∈{D(n−1)}

Bpre
l,msn−1,m +

∑
m∈{D(n+1)}

Bnext
l,m sn+1,m

+ ynoise
n,l , (4.29)

wpilot
n,l =

∑
m∈{P (n)\l}

Al,msn,m +
∑

m∈{P (n−1)}
Bpre

l,msn−1,m +
∑

m∈{P (n+1)}
Bnext

l,m sn+1,m (4.30)

and

ψn,l = Al,l (4.31)

and where {D(n)} and {P (n)} denote the data and pilot subcarriers in the nth OFDM

symbol, respectively, and where {D(n) \ l} denotes the data subcarriers in the nth OFDM

symbol except the lth subcarrier.

4.4.3 Channel estimation

We consider a linear channel estimator where the de-rotated (usually denoted de-

scrambled) pilot subcarriers at the DFT output constitute the input to the channel estima-

tor, i.e., D−1
p (n) · Λp · y(n), where Dp(n) is a diagonal matrix of size (Np × Np) with

diagonal entries set to the modulation symbols at the pilot subcarriers constituting the

scrambling of the pilot sequence.

The de-rotated (descrambled) pilot subcarriers are linearly combined to generate

the channel estimates at the N subcarriers. This linear combination can be implemented

by the matrix Ω of size (N × Np), which represents the linear processing according to a

given channel estimation criterion, e.g., linear frequency domain interpolator, DFT-based
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channel estimator, etc. [52]. Therefore, we express the channel estimates as

ĝ(n) � Ω · D−1
p (n) · Λp · y(n) (4.32)

Using (4.25) we can re-write (4.32) as

ĝ(n) = Ω · D−1
p (n) · Λp · (DA(n) · s(n) + wpilot(n) + w(n)) (4.33)

Note that D−1
p (n) · Λp · DA(n) · s(n) is a column vector of length Np with entries the

channel gains Al,l at the pilot subcarriers, i.e., l ∈ {P (n)}. Denote by ψ(n) the column

vector of length N with entries equal to the diagonal of A(n) as ψ(n) � diag(A(n)) =

diag(DA(n)). Therefore, we can re-write (4.33) as

ĝ(n) = Ω · Λp · ψ(n) + Ω · D−1
p (n) · Λp · wpilot(n) + Ω · D−1

p (n) · Λp · w(n) (4.34)

We can now express the vector of channel estimates as

ĝ(n) = ψ̂(n) + v(n) (4.35)

where we have introduced the mean value conditioned on the channel realization ψ̂(n)

computed to be

ψ̂(n) � E{ĝ(n)|A(n),Bpre(n),Bnext(n)} = ΩΛpψ(n) + ΩD−1
p Λpwpilot(n) (4.36)

and the channel estimation noise-and-interference

v(n) � ĝ(n) − E{ĝ(n)|A(n),Bpre(n),Bnext(n)} = ΩD−1
p Λpw(n) (4.37)



75

The covariance of the channel estimates conditioned on the channel realization is

Kv � 1

2
E{vvH |A,Bpre,Bnext} = ΩD−1

p ΛpKwΛH
p (D−1

p )HΩH (4.38)

where Kw was found in (4.26) and (4.27). Note that the channel estimates at each of

the carriers are complex circular Gaussian random variables as we assume the ICI and

ISI interference to follow a Gaussian distribution [51]. The channel estimate at the lth

subcarrier of the nth OFDM symbol can be expressed as

ĝn,l � ψ̂n,l + vn,l (4.39)

where the mean of the channel estimate conditioned on the channel realization can be

written as

ψ̂n,l = E{ĝn,l|A(n),Bpre(n),Bnext(n)} =
∑

m∈{P (n)}
Ωl,m · (ψn,m + wpilot

n,m/pn,m) (4.40)

and the channel estimate noise can be written as

vn,l = ĝn,l − E{ĝn,l|A(n),Bpre(n),Bnext(n)} =
∑

m∈{P (n)}
Ωl,m · wn,m/pn,m (4.41)

Defining the bias of the channel estimate by

Δψ̂n,l = (ψ̂n,l − ψn,l) (4.42)

we capture the case where the channel estimate ĝn,l may be biased - this is important for

the computation of the desired signal power and the noise-and-interference power.
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4.4.4 Data detection

Assuming a single tap equalizer receiver we define the data detection output as

zn,l � ĝ∗n,l · yn,l = ĝ∗n,l ·
(
ψn,l · sn,l + wpilot

n,l + wn,l

)
= ĝ∗n,l · (ψn,l · sn,l + wpilot

n,l ) + ĝ∗n,l · wn,l (4.43)

where we have used the expression for yn,l in (4.28). In the next Section, we will use the

fact that conditioned on the channel realization, A(n), Bpre(n) and Bnext(n), the channel

estimate, ĝn,l, and the transmitted symbol, sn,l, the output of the data detector is complex

circular Gaussian with the following moments:

E{zn,l|A(n),Bpre(n),Bnext(n),sn,l,ĝn,l
} = ĝ∗n,l · (ψn,l · sn,l + wpilot

n,l ) (4.44)

and

V ar{zn,l|A(n),Bpre(n),Bnext(n),sn,l,ĝn,l
} = |ĝn,l|2 · V ar{wn,l} (4.45)

where V ar{wn,l} can be easily found from the diagonal elements of the covariance matrix

Kw defined in (4.26) or (4.27).

4.5 Optimization Process

The goal of the cognitive receiver is to find a set of parameters so that the capacity

of the communication link is maximized. In this Section we will compute the effective ca-

pacity for different hypotheses of the OFDM system parameters for the cognitive OFDM

receiver to choose the optimal parameter settings.

First, we characterize the SINR at the data detector output conditioned on the

channel realization, channel estimate and transmitted symbol. Then, we use this condi-

tional SINR to estimate the capacity of the link for different hypotheses at the cognitive
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receiver.

4.5.1 SINR derivation

chap5.5a Using ĝn,l = ψn,l + ĝn,l − ψn,l, we can re-write the data detector output

in (4.43) as

zn,l = ĝ∗n,l · (ψn,l · sn,l + wpilot
n,l ) + ĝ∗n,l · wn,l

= (ψn,l + ĝn,l − ψn,l)
∗ · ψn,l · sn,l + ĝ∗n,l · wpilot

n,l + ĝ∗n,l · wn,l

= |ψn,l|2 · sn,l + (ĝn,l − ψn,l)
∗ · ψn,l · sn,l + ĝ∗n,l · wpilot

n,l + ĝ∗n,l · wn,l (4.46)

from where we see that the signal of interest is zuseful � |ψn,l|2 · sn,l and the contribution

to the noise-and interference is znoise and interference � (ĝn,l −ψn,l)
∗ ·ψn,l · sn,l + ĝ∗n,l ·wpilot

n,l +

ĝ∗n,l · wn,l.

The data detector output SINR at the lth subcarrier of the nth OFDM symbol con-

ditioned on the channel realization, the channel estimate and the transmitted symbol can

be computed as follows:

SNRn,l(ĝn,l|A,Bpre,Bnext,ĝn,l,sn,l
) � |zuseful|2

E{|znoise and interference|2|A,Bpre,Bnext,ĝn,l,sn,l
} (4.47)

where we drop from now on the OFDM symbol index n to shorten notation and where

E{|znoise and interference|2|A,Bpre,Bnext,ĝn,l,sn,l
} = |(ĝn,l − ψn,l)

∗ · ψn,l · sn,l + ĝ∗n,l · wpilot
n,l |2

+ |ĝn,l|2 · V ar{wn,l} (4.48)

where V ar{wn,l} can be easily found from the diagonal elements of the covariance matrix

Kw defined in (4.26) or (4.27).
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Denoting the channel estimate by ĝn,l = xn,l + jyn,l we can re-write (4.47) as

SNRn,l(xn,l, yn,l|A,Bpre,Bnext,ĝn,l,sn,l
) = (4.49)

|ψn,l|4 · |sn,l|2
|(xn,l + jyn,l − ψn,l)∗ · ψn,l · sn,l + (xn,l − jyn,l) · wpilot

n,l |2 + (x2
n,l + y2

n,l) · V ar{wn,l}

4.5.2 Capacity Estimation

For a given channel realization and a set of parameters {d̂, Mp, CP,N}, we denote

by Cn,l(d̂, Mp, CP,N |A,Bpre,Bnext) the capacity of the lth data subcarrier of the nth OFDM

symbol.

As discussed in Section 4.4.4, we use the fact that the data detector output in

(4.43) conditioned on the channel realization, A, Bpre, Bnext, the channel estimate, ĝn,l,

and the transmitted symbol, sn,l, is complex circular Gaussian and therefore, we can

compute Cn,l(d̂, Mp, CP,N |A,Bpre,Bnext) averaging over the probability density function of

the channel estimate ĝn,l = xn,l + jyn,l as follows

Cn,l(d̂, Mp, CP,N |A,Bpre,Bnext)

=

∫ ∞

−∞

∫ ∞

−∞
log2(1 + SNRn,l(xn,l, yn,l|A,Bpre,Bnext,ĝn,l,sn,l

))

·fĝ(xn,l, yn,l) · dxn,ldyn,l (4.50)

where SNRn,l(xn,l, yn,l|A,Bpre,Bnext,ĝn,l,sn,l
) is the SINR of the lth data subcarrier of the nth

OFDM symbol at the data detector output conditioned on the channel realization, the

channel estimate and the transmitted symbol, as characterized in (4.49). The function

fĝ(xn,l, yn,l) is the probability density function of the channel estimate ĝn,l = xn,l + jyn,l,

which, conditioned on the channel realization, is, in turn, also complex circular Gaussian,

as discussed in Section 4.4.3, and therefore

fĝ(xn,l, yn,l) =
1

πσ2
vn,l

· e
− (xn,l−�{ψ̂n,l})2+(yn,l−�{ψ̂n,l})2

σ2
vn,l (4.51)
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where the first order moment, ψ̂n,l is characterized in (4.40) and the second order moment,

σ2
vn,l

, can be obtained from the diagonal terns of Kv in (4.38).

We define the effective capacity averaged across data subcarriers for a given chan-

nel realization and set of parameters as

Ceffective
n (d̂, Mp, CP,N |A,Bpre,Bnext) � Nd

(Nd + Np + CPrx)
·
( 1

Nd

∑
l∈{D(n)}

Cn,l(·)
)

(4.52)

where we have used Cn,l(·) to denote Cn,l(d̂, Mp, CP,N |A,Bpre,Bnext), where the summa-

tion is performed over the Nd data subcarriers, and where the first term in the RHS is the

ratio of time-frequency dimensions that contribute to the capacity of the OFDM system.

Note that only the data subcarriers contribute to the capacity of the system, while the pilot

subcarriers and the CP contribute to overhead. Further, note that we use the CP duration

used at the receiver to estimate the capacity that would be achievable with such CP.

Finally, the effective capacity can be averaged over multiple channel realizations

to yield an average capacity as follows

Caverage � 1

L

L−1∑
j=0

Ceffective
nj

(d̂j, Mpj
, CPj, Nj|Aj ,Bprej ,Bnextj

) (4.53)

where {d̂j, Mpj
, CPj, Nj} represent the cognitive parameters used for the j th channel

realization and where Ceffective
nj

(d̂j, Mpj
, CPj, Nj|Aj ,Bprej ,Bnextj

) is the effective capacity av-

eraged across data subcarriers for the j th channel realization.

4.6 Analyses and Simulations

The maximization set forth in the previous Section entails a 4-dimensional opti-

mization. In order to make the problem tractable in practice, we set a sequence in the

optimization process. Therefore, for a given transmission, the first optimization that we
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perform is to find the optimal DFT window placement, i.e., determine d̂opt.

Once the optimal DFT window placement is found, we optimize the pilot structure

for the given channel realization and operating SNR regime.

When the optimal pilot structure is identified, we compute the optimal CP duration

for the identified optimal DFT window placement and pilot density.

The OFDM symbol duration can then be optimized. Note that since for a given

system bandwidth, a change of the OFDM symbol duration entails a change in the sub-

carrier spacing, the pilot structure can be revisited if the OFDM symbol duration has

changed.

In practice, this optimization process can be iterative and the optimization can take

other sequences.

4.6.1 DFT window

The placement of the DFT window consists of the time tracking at the OFDM

receiver. We consider in this study a multi-hypothesis process where the SINR is com-

puted for each of the candidate timing hypothesis. The optimization will select the OFDM

symbol boundary providing the maximum projected capacity.

This multiple hypotheses are provided from the received waveform without any

specific structure required, since the only difference is where the receiver starts discarding

the CP and which sample is the first going to the DFT operation.

Figure 4.4 shows a toy example for a system with N = 6, CP = 2 and a channel

span of 3 samples. As we see the chosen symbol boundary determines the DFT window.

Figure 4.5 shows the result of this optimization for different values of d̂ for a

channel realization of the UWB CM4, and for N = 128, Mp = 2, CP = 32 and Δf

= 200kHz, at different operating SNRs. Note that most of the results in this chapter

assume a residual frequency error of 200kHz which results from a transmit and receive
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Figure 4.4 DFT window placement example

frequency tolerance of ±20ppm, and we consider 5GHz operation. Further, note that this

is the maximum expected residual frequency error in UWB systems and that this residual

frequency error could be compensated for with frequency tracking mechanisms at the

receiver.

For a given CP, the DFT window placement is robust against operating SNR as

can be seen well in Figure 4.5. Indeed, this operation attempts to minimize the effect of

the ISI from the previous and next OFDM symbols to find the best balance given the CP

duration. Indeed, for channels decaying in time, the optimization process will yield to

DFT window placements that minimize the ISI from the next OFDM symbol.

A value d̂ = 1 implies that the last sample of the channel realization is assumed to

set the beginning of the DFT window - this choice causes ISI from the next OFDM symbol

and does not exploit the available CP. In contrast, a value of d̂ = 91 in this example implies

that the first sample of the channel realization sets the beginning of the DFT window. This

is the point that we were denoting as τ = 0 in [51].

Given that this particular channel realization incurs ISI (the CP duration is 32

samples, while the channel delay spread is 91 samples) we see that it is better to trade-

off some ISI from the first 10 samples of the channel, and hence operate with ISI from

the next OFDM symbol, to better use the protection offered by the CP from the previous

OFDM symbol. Indeed, the filtering process at the transmitter and the receiver make the
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Figure 4.5 d̂ optimization for CM4 channel realization with a channel span of 91 samples

and CP=32

effective channel impulse response with some skirts around the channel taps.

Figure 4.6 shows the same Projected Capacity vs. d̂ curve for a UWB CM2 chan-

nel realization. This channel realization has a channel span of 39 samples and the CP

duration is 32 samples. The curve is obtained with Mp=2 and at different SNRs.

As we can see from Figure 4.5 and Figure 4.6, performance is very poor if the

DFT window is placed at the end of the channel span. For this case, there is, obviously,

no ISI from the previous OFDM symbol but all channel taps but one contribute to ISI

from the next OFDM symbol. As one can see, for this case, the CP is of no use and is

completely wasted.

The performance gradually improves for larger values of d̂ with the effect that

gradually more channel taps contribute to ISI from previous OFDM symbol and grad-

ually less channel taps cause ISI from the next OFDM symbol. Note that channel taps

contributing to ISI from the previous OFDM symbol get CP protection up to the CP
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Figure 4.6 d̂ optimization for CM2 channel realization with a channel span of 39 samples

and CP=32

length. At some point there is an optimal balance between the CP protection removing

ISI from the previous OFDM symbol and ISI from the next OFDM symbol. This point

is usually where most of the ISI from the next OFDM symbol is removed. Given that

the channel realizations are usually time-decaying, the ISI from the next OFDM symbol

caused by the first channel taps is usually more severe than ISI from the previous OFDM

symbol which is caused by the last channel taps.

4.6.2 Pilot structure

The pilot signal is transmitted to enable channel estimation at the receiver for co-

herent demodulation. The pilot structure that we consider is shown in Figure 4.3, where

as can be seen, the same subcarriers are used for pilot transmission in every OFDM sym-

bol. We consider the pilot signal itself to be pseudo-random and the evaluations assume a

pseudo randomly generated QPSK signal.
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We consider three different types of channel estimation algorithms. Channel esti-

mation type I consists of frequency domain interpolation whereby the channel estimate at

each data subcarrier is directly the receive signal at the closest pilot subcarrier. This chan-

nel estimation is highly inefficient since it uses only one pilot subcarrier for the estimation

of the channel at each data subcarrier. Therefore, it does not perform any interpolation

of pilot signals to derive the channel at data subcarriers nor performs any noise-and-

interference averaging. Channel estimation type II consists of a linear frequency domain

interpolation whereby the weighted average of the two closest pilot signals is used for the

channel estimate of the data subcarriers. For data subcarriers at the edge of the band not

falling between two pilot subcarriers, a direct extrapolation of the received signal at the

closest pilot subcarrier is used as the channel estimation on those data subcarriers. Finally,

channel estimation type III consists of a DFT-based channel estimation [52] where first,

an IDFT of size Np translates the estimation problem to the time domain. Then, the first

Nh time-domain samples are retained while the others are truncated. These Nh samples

get zero padded with (N − Nh) additional samples and a DFT of size N is performed

to transform back to the frequency domain. Note that this estimation is equivalent to a

“discrete sinc” interpolation in the frequency domain as shown in Appendix B.2.

Figure 4.7, Figure 4.8 and Figure 4.9 show the estimated average capacity for

different channel estimation types, and different pilot densities ranging from 1 pilot sub-

carrier every 2 subcarriers (Mp = 2) to 1 pilot subcarrier every 8 subcarriers (Mp = 8) av-

eraged across 100 CM1 channel realizations. The results are obtained with SNR = 20dB,

Δf = 200kHz, and the optimal DFT window placement for each of the realizations.

As can be seen from these figures, the DFT-based channel estimation is the best

performing channel estimation method out of the three channel estimation algorithms that

we investigate.

Figure 4.10 through Figure 4.12 show the same characterization for 100 realiza-

tions of UWB’s CM2, CM3, and CM4, respectively, and using channel estimation type
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Figure 4.7 Average estimated capacity vs. SNR for different pilot densities with channel

estimation type I: CM1 channel realizations

III (DFT-based channel estimation).

Note the interesting cross-overs of the different curves for different optimal values

of Mp for different operating SNRs. A lower Mp value increases the channel estimation

quality at the expense of reducing the number of effective (data) subcarriers, while a

higher Mp value yields poorer channel estimates but with less pilot signal overhead.

Similar to the optimization of the DFT window placement, no special treatment in

the transmit waveform is required to try different pilot densities hypotheses at the receiver

as long as the hypothetical pilot densities are equal to or divide the original transmission

pilot density. For example, if Mp = 2 is used as the nominal transmission, the receiver

can try hypotheses Mp = 2, Mp = 4, Mp = 8 at the receiver.

A special case is the availability of pilot symbols where all the subcarriers carry

pilot signal, i.e., TDM pilot. In this case, Mp = 1 and therefore the channel estimation

can be performed assuming any value of Mp and is performed in the same way as it
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Figure 4.8 Average estimated capacity vs. SNR for different pilot densities with channel

estimation type II: CM1 channel realizations

would be done for that particular pilot density. Provided that the pilot sequence itself is

pseudo-random it will have the same effect as ICI as random data symbols.

4.6.3 CP duration

Once the optimal DFT window placement and pilot density are obtained, the re-

ceiver can optimize the CP duration. For this purpose we exploit the fact that the trans-

mission over an OFDM symbol is circular considering the transmission of the CP. Indeed,

the CP insertion circularly extends the OFDM symbol of length N samples to NT sam-

ples. As a result, an OFDM receiver can perform partial CP discarding to test different

CP duration hypotheses based on the same transmit OFDM symbol. In Section 4.4 we

described the partial CP discarding operation in an OFDM system where the CP length

inserted at the transmitter (CPtx) may not be the same as the CP discarded at the receiver

(CPrx), i.e., CPtx ≥ CPrx.
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Figure 4.9 Average estimated capacity vs. SNR for different pilot densities with channel

estimation type III: CM1 channel realizations

Consider a toy example as illustrated in Figure 4.13. For this example N = 6,

CPtx = CPrx = 3 and the channel delay spread is 3 samples. We illustrate in the figure the

channel matrices introduced in (4.12) with full CP discarding (3 samples). The effect of

the CP discarding, matrix RCP defined in (4.9), and CP insertion, matrix TCP defined in

(4.6), is graphically illustrated.

As we can see H̃pre = H̃next = 0(N×N) and, therefore, there is no ISI. Also, H̃ is

circulant and, therefore, FH̃FH = DH is diagonal. For the first case, the entries of the

diagonal matrix DH are the channel’s frequency response evaluated at the subcarrier’s

frequencies, i.e., gm =
∑2

k=0 hk · e−j2πmk/6, m = −3,−2, . . . , 2. The proof can be found

as part of Appendix B.1.

Figure 4.14 illustrates the same toy example with partial CP discarding at the

receiver of 2 samples, i.e., CPtx = 3 and CPrx = 2. This technique was introduced with

the CP discarding matrix, RCP, defined in (4.9). Note that a third sample is discarded at
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Figure 4.10 Average estimated capacity vs. SNR for different pilot densities with channel

estimation type III: CM2 channel realizations

the end of the OFDM symbol as illustrated in the figure by the shaded band at the bottom

of the figure so that the result of the CP discarding operation provides a vector of length

N .

As we can see, for this example, the channel matrices H̃′
pre = H̃′

next = 0(N×N)

while the channel matrix H̃′ is circulant and, therefore, FH̃′FH = D′
H is diagonal.

As shown in Appendix B.1, for the general case of partial CP discarding, the

(m, l)th entry of the diagonal matrix D′
H is D′

Hm,l
= gm · e−j2πm(CPtx−CPrx)/N · δK(m− l).

Therefore, partial CP removal introduces a phase rotation of the effective channel

gains at the OFDM receiver. This will have an effect in the interpolation methods used

for channel estimation, especially because, as discussed in Appendix B.2, the magnitude

of (CPtx − CPrx) can be large and even comparable to the number of subcarriers N .

As a result, for the purpose of channel estimation, whenever we perform partial
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Figure 4.11 Average estimated capacity vs. SNR for different pilot densities with channel

estimation type III: CM3 channel realizations

CP discard we will first de-rotate the pilot subcarriers according to the known phasor

ej2πm(CPtx−CPrx)/N depending on the subcarrier index. We will perform channel estima-

tion as described in the previous Section and whenever the channel estimates at the data

subcarriers are available we will apply again the rotation according to e−j2πm(CPtx−CPrx)/N .

Appendix B.2 shows why the channel estimates without doing this de-rotation and sub-

sequent rotation become very poor.

Figure 4.15 shows the estimated capacity averaged over 100 channel realizations

of each of the UWB channel models CM1, CM2, CM3, and CM4 with realistic channel

estimation. The channel estimation for Figure 4.15 is a DFT-based channel estimator

with the parameter Nh (number of time-domain samples to estimate) set to the number of

pilot subcarriers, Np. All the results are obtained with SNR = 20dB, for the optimal DFT

window placement and pilot density, Mp, for each of the realizations. In turn, Figure 4.16

shows the sensitivity analysis vs. CP duration averaged over 100 channel realizations
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Figure 4.12 Average estimated capacity vs. SNR for different pilot densities with channel

estimation type III: CM4 channel realizations
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Figure 4.13 Effect in channel matrices of CP insertion and full CP discarding
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Figure 4.14 Effect in channel matrices of CP insertion and partial CP discarding

of CM1 and different operating SNRs. As can be seen from this figure the optimal CP

duration depends on the operating SNR regime. For lower SNRs, the receiver can cope

with more interference due to ISI with the benefit of a lower CP overhead, for higher

SNRs, the receiver may become SINR limited unless the CP is not long enough.

As we can see from the figures, the capacity for each the channel models has a

peak capacity at different CP durations. For small CP durations, the capacity is low due

to low SINRs caused by the large ISI. For high CP durations, the capacity is also low due

to the CP overhead. The cognitive-radio receiver will attempt to find the capacity peak

for each situation.

As we have seen, there is no need of a special waveform structure to project the

capacity for different CP durations provided that the hypothesis CP is of length equal to or

less than the transmit CP, CPtx. The receiver will need to compensate for the phase ramp-

ing of e−j2πm(CPtx−CPrx)/N by de-rotating the pilot subcarrier prior to channel estimation,

and rotating all the channel estimates according to the same ramping phasor.

4.6.4 OFDM symbol duration

The optimal OFDM symbol duration is related to the channel coherence time. The

residual frequency error at the receiver may be seen as another contributor to the channel

coherence time.



92

0 10 20 30 40 50 60 70
0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

CP (samples)

E
st

im
at

ed
 E

ffe
ct

iv
e 

C
ap

ac
ity

 (b
ps

/H
z/

su
bc

ar
rie

r)

CM1
CM2
CM3
CM4

Figure 4.15 Average estimated capacity of UWB channel models CM1, CM2, CM3, and

CM4 vs. CP duration

In order to realize the loss in subcarrier orthogonality incurred with a channel that

varies within the OFDM symbol span we can compute the SINR for different OFDM

symbol durations. Unlike the other optimizations (d̂, Mp, CP ), this optimization requires

the receiver to work on transmissions with different symbol durations T and estimate the

effective capacity for each of them.

For the different values of the OFDM symbol duration, N , we can use the values

found for the optimization of the DFT window, d̂ , the pilot structure, Mp, and the CP

duration.

Figure 4.17 through Figure 4.20 show the estimated capacity for different values

of N averaged across 100 channel realizations of each of the UWB channel models CM1,

CM2, CM3, and CM4, respectively, and for various levels of SNR. The results assume

a residual frequency error of 200kHz (maximum expected residual frequency error) and

the optimal values found for the DFT window placement, the pilot structure and the CP
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Figure 4.16 Average estimated capacity of UWB channel model CM1 vs. CP duration

for different SNR levels
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Figure 4.17 Average estimated capacity for CM1 realizations vs. N: 200kHz residual

frequency error
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Figure 4.18 Average estimated capacity for CM2 realizations vs. N: 200kHz residual

frequency error

duration for each of the channel realizations. As we can see, the optimal symbol duration

depends on the channel model and on the operating SNR within a given channel model.

For lower SNR, there is less ICI impact since the thermal noise level is higher.

Therefore, we can reduce the CP overhead by going to a longer OFDM symbol while

improving on overall link efficiency.

In addition, the optimal OFDM symbol duration depends on the residual fre-

quency error or Doppler frequency. Figure 4.21 is analogous to Figure 4.20 with the

only difference that instead of 200kHz residual frequency error, there are 50kHz residual

frequency error. As we can see comparing these two figures, the optimal OFDM symbol

duration is sensitive to the residual frequency error. Also, we can see how this residual

frequency error affects the estimated capacity, especially at high SNRs.

As we have seen, the optimization of the optimal OFDM symbol duration entails

transmission with different OFDM symbol durations. As discussed before, the number

of dimensions does not change with the OFDM symbol duration, and therefore the main

benefit from a longer OFDM symbol is a lower CP overhead. Given the optimization of
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Figure 4.19 Average estimated capacity for CM3 realizations vs. N: 200kHz residual

frequency error

60 80 100 120 140 160 180 200 220 240 260
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

N (samples)

E
st

im
at

ed
 E

ffe
ct

iv
e 

C
ap

ac
ity

 (b
ps

/H
z/

su
bc

ar
rie

r)

SNR=−10dB
SNR=0dB
SNR=10dB
SNR=20dB
SNR=30dB

Figure 4.20 Average estimated capacity for CM4 realizations vs. N: 200kHz residual

frequency error
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Figure 4.21 Average estimated capacity for CM4 realizations vs. N: 50kHz residual

frequency error

the DFT/IDFT operations at the OFDM receiver/transmitter for FFT/IFFT implementa-

tions, this may set forth a constraint on the possible OFDM symbol duration values.

4.7 Conclusions

In this chapter we have discussed a cognitive OFDM system where the receiver

performs an optimization process yielding parameter selections maximizing the commu-

nication link efficiency. We have considered an optimization entailing the DFT window

placement, the pilot density, the CP duration, and the OFDM symbol duration. The opti-

mization process at the receiver is based on a projection capacity function that resides at

the receiver.

We have shown that the optimization of the DFT window placement, pilot den-

sity and CP duration do not require any special waveform treatment at the transmitter.

The receiver can formulate multiple hypotheses based on the received waveform with its

corresponding parameters.
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The optimization of the OFDM symbol duration requires transmission of that du-

ration for the receiver to derive the projected capacity.
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C H A P T E R 5

Conclusions

In this dissertation, we have studied the performance of OFDM with imperfections

due to receiver non-idealities, such as residual timing error, residual frequency error and

noisy channel estimates, as well as due to channel characteristics, such as Doppler and

delay spread exceeding the OFDM symbol’s CP. These non-ideal characterizations are

key to be able to assess how well a cognitive receiver can work with different channel

conditions. For example, at low SNRs, it may be better to operate with a lower CP

overhead, since the performance is limited by thermal noise. Conversely, in very high

SNR regimes, it may be better to incur more CP overhead and possibly pilot overhead to

exploit the channel capacity at that regime by reducing the ISI/ICI and by improving the

channel estimates.

More specifically, Chapter 2 has presented an OFDM model thoroughly charac-

terizing the ISI and ICI terms. Different data detectors were formulated, and performance

comparisons were presented. A performance study specialized on UWB systems has also

been shown to characterize the sensitivity of an OFDM-based UWB system to key system

parameters.

Note that the model in Chapter 2 can be used for other OFDM studies, e.g., in

conjunction with channel estimation as done in Chapter 3, time and frequency correction,

and multi-antenna techniques.

Chapter 3 analyzed the impact of realistic channel estimation in OFDM systems,

accounting for imperfections such as residual time and frequency error, and a channel

98
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delay spread larger than the CP. The impact of the pilot signal density on the data demod-

ulation performance was also studied.

From the performance study at different levels of residual frequency error, the

effect of ICI on channel estimation has been shown to be small. However, ISI can severely

impact the quality of the channel estimates, and hence can yield a large (>2dB) data

demodulation performance degradation when compared to ideal channel estimation.

The pilot signal density and the associated channel estimation algorithm were

shown to be critical for the ISI cases. Note that ISI may be incurred by a channel delay

spread larger than the CP, or by timing errors at the terminal receiver (late sampling),

irrespective of the channel delay spread.

The large degradation in performance due to ISI emphasizes the importance of

selecting an adequate CP length in OFDM systems, as also studied in Chapter 4. Further,

channel estimation algorithms providing robust performance in the presence of ISI are

critical for robust performance of OFDM systems.

Therefore, the framework presented in this work enables studies of various system

trade-offs when designing OFDM systems, ranging from optimal values of OFDM system

parameters such as, T , N , CP , pilot overhead, to robustness against different receiver

impairments, such as time and frequency synchronization errors. We leverage from this

in the cognitive-OFDM studies presented in Chapter 4.

Indeed, Chapter 4 presents a cognitive OFDM system where the receiver performs

an optimization process yielding parameter selections maximizing the communication

link efficiency. We consider an optimization entailing the DFT window placement, i.e.,

capacity maximizing timing synchronization, the pilot density in time and frequency, the

CP duration, and the OFDM symbol duration. The optimization process at the receiver

is based on an estimated capacity function conditioned on the channel realization and

residing at the cognitive-OFDM receiver.

We have shown that the optimization of the DFT window placement, pilot den-
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sity and CP duration do not require any special waveform design at the transmitter. In-

stead, the receiver can hypothesize different assumptions based on the transmit waveform

and autonomously identify the best parameter setting. However, the optimization of the

OFDM symbol duration requires transmission of that duration for the receiver to derive

the projected capacity.



A P P E N D I X A

Cross-covariance between channel estimates

and DFT outputs

This Appendix characterizes the cross-covariance between the channel estimates

and the DFT outputs. We denote this cross-covariance at the lth subcarrier by

ρyĝ(n1, n2; l) � E {(yn1,l − E{yn1,l}) · (ĝn2,l − E{ĝn2,l})∗|ψl
} /2

= E
{
wn1,l · v∗n2,l|ψl

}
/2 (A.1)

Note that we condition the expectation in (A.1) on the channel realization. However,

we will drop this conditioning from the notation in the rest of the Appendix to simplify

notation. Further, we need to keep the notation generic so that it applies to both the TDM

and the FDM pilot cases. The index n2 in (3.36) and (A.1) points to the OFDM symbol

used for channel estimation, while the index n1 points to the OFDM symbol with the data

subcarriers being detected. For the FDM pilot case, we assume that the channel estimates

are constructed from the pilot signal in the same OFDM symbol as the data subcarriers

being detected, i.e., n1 = n2. For the TDM pilot case, however, the pilot signal used for

channel estimation is inevitably in a different OFDM symbol than the data subcarriers

being detected with those channel estimates, i.e., n1 �= n2. Note that data and/or pilot

subcarriers may need to be stored in order to perform channel estimation based on the

pilot signal, and subsequently, apply those estimates on the data subcarriers. Using the
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definition of vn,l for the general linear channel estimator, we get

ρyĝ(n1, n2; l) = E
{

wn1,l

∑
m∈P (n2)

Ω∗l,m · w∗n2,m/p∗n2,m

}
/2

=
∑

m∈P (n2)

Ω∗l,m/p∗n2,m · E{wn1,l · w∗n2,m}/2 (A.2)

Therefore, we need to characterize E{wn1,l1 · w∗n2,l2
}, where l1 ∈ {D(n1)} and l2 ∈

{P (n2)}. Using the definitions of wn,l in (3.14) and (3.15), we get

E{wn1,l1 · w∗n2,l2
} = E

{( ∑
m1∈{D(n1)\l1}

Al1,m1sn1,m1 +
∑

m1∈{D(n1−1)}
Bpre

l1,m1
sn1−1,m1

+
∑

m1∈{D(n1+1)}
Bnext

l1,m1
sn1+1,m1 + ynoise

n1,l1

)
·
( ∑

m2∈{D(n2)}
A∗l2,m2

s∗n2,m2

+
∑

m2∈{D(n2−1)}
Bpre∗

l2,m2
s∗n2−1,m2

+
∑

m2∈{D(n2+1)}
Bnext∗

l2,m2
s∗n2+1,m2

+ ynoise∗
n2,l2

)}
(A.3)

The noise term is independent of the modulation symbols and therefore can be treated

separately.

As noted in Section 3.4 and shown in Equation (A.1), n1 indexes the OFDM

symbol for data demodulation and n2 indexes the OFDM symbol for channel estimation.

We assume that the channel estimates are constructed from the pilot signal in a single

OFDM symbol, the n2-th OFDM symbol.

For the FDM pilot case, we assume that the pilot subcarriers in the nth OFDM

symbol are used to generate the channel estimates for the detection of the data subcarriers

in the same OFDM symbol. Therefore, n2 = n1 is of relevance for this case.

For the TDM pilot case, in the absence of ISI and assuming white noise, there is

no correlation of the noise across different OFDM symbols, and therefore the correlation

of the channel estimation noise and the noise in the data subcarriers is zero. If we consider

ISI, the relevant cases for possible correlation between the noise-and-interference in the

channel estimates and the noise-and-interference in the data subcarriers will be those
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where data symbols appearing in the OFDM symbol for channel estimation also appear

in the OFDM symbol(s) for the data demodulation. Assuming that the ISI does not go

beyond the adjacent OFDM symbols, the relevant cases are n2 = n1 ± 1 and n2 =

n1 ± 2. For relative values outside of this range, there will be no correlation between the

noise-and-interference in the channel estimate and the noise-and-interference in the data

subcarriers.

Therefore, for all the mentioned cases we can compute the covariance in (A.3).

We present here the computation for the cases where (n2 = n1 = n), and where (n1 = n,

n2 = (n − 1)). The derivations for the other cases listed above are analogous.

A.1 Case n2 = n1 = n

The expression in (A.3) for this case becomes

E{wn,l1 · w∗n,l2
} =

∑
m1∈{D(n)\l1}

∑
m2∈{D(n)}

Al1,m1A
∗
l2,m2

E{sn,m1s
∗
n,m2

}

+
∑

m1∈{D(n−1)}

∑
m2∈{D(n−1)}

Bpre
l1,m1

Bpre∗
l2,m2

E{sn−1,m1s
∗
n−1,m2

} (A.4)

+
∑

m1∈{D(n+1)}

∑
m2∈{D(n+1)}

Bnext
l1,m1

Bnext∗
l2,m2

E{sn+1,m1s
∗
n+1,m2

} + N0 · δK(l2 − l1)

where we have assumed independence of the data modulation symbols across OFDM

symbols. Further, assuming independence of the data modulation symbols across data

subcarriers and constant average power of the data subcarriers across OFDM symbols,

i.e., Pd � E{|sn,m|2}/2 = E{|sn−1,m|2}/2 = E{|sn+1,m|2}/2, we can write E{wn1,l1 ·
w∗n2,l2

}/2 as

E{wn1,l1 · w∗n2,l2
}/2 = Pd

( ∑
m1∈{D(n)\l1}

∑
m2∈{D(n)}

Al1,m1A
∗
l2,m2

+
∑

m1∈{D(n−1)}

∑
m2∈{D(n−1)}

Bpre
l1,m1

Bpre∗
l2,m2

+
∑

m1∈{D(n+1)}

∑
m2∈{D(n+1)}

Bnext
l1,m1

Bnext∗
l2,m2
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+
N0

Pd

· δK(l2 − l1)
)

(A.5)

Note that we will keep these assumptions for the other cases. Further, note from (A.5) that

the existence of ICI and ISI will make the noise-and-interference of the channel estimates

correlated across different subcarriers. This correlation will also exist between the noise-

and-interference of the channel estimate, vn2,l, and the noise-and-interference at the DFT

output, wn1,l.

A.2 Case n1 = n and n2 = (n − 1)

The expression in (A.3) for this case becomes

E{wn,l1 · w∗n−1,l2
} =

∑
m1∈{D(n)\l1}

∑
m2∈{D(n)}

Al1,m1B
next∗
l2,m2

E{sn,m1s
∗
n,m2

}

+
∑

m1∈{D(n−1)}

∑
m2∈{D(n−1)}

Bpre
l1,m1

A∗l2,m2
E{sn−1,m1s

∗
n−1,m2

}(A.6)

However, {D(n − 1) = ∅} since n2 = (n − 1) is a pilot symbol by construction, and

hence

E{wn,l1 · w∗n−1,l2
}/2 = Pd

∑
m∈{D(n)\l1}

Al1,mBnext∗
l2,m (A.7)

Note that the existence of ISI from the next OFDM symbol will make the channel estima-

tion noise-and-interference, vn2,l, correlated with the noise-and-interference at the DFT

output, wn1,l. The expressions in (A.5) and (A.7) can be used to obtain ρyĝ(n1, n2; l). For

the FDM case, i.e., n1 = n2 = n, (A.2) becomes

ρFDMpilot
yĝ (n, n; l) =

∑
m∈{P (n)}

Ω∗l,m/p∗n,l · E{wn,l · w∗n,m}/2
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= Pd

∑
m∈{P (n)}

Ω∗l,m/p∗n,l ·
⎡⎣ ∑

ϑ∈{D(n)\l}
Al,ϑA

∗
m,ϑ +

∑
ϑ∈{D(n−1)}

Bpre
l,ϑ Bpre∗

m,ϑ (A.8)

+
∑

ϑ∈{D(n+1)}
Bnext

l,ϑ Bnext∗
m,ϑ +

N0

Pd

· δK(m − l)

⎤⎦
Since m represents a pilot subcarrier and l represents a data subcarrier, the noise term

above goes away and we can re-write the correlation as

ρFDMpilot
yĝ (n, n; l) = Pd

∑
m∈{P (n)}

Ω∗l,m/p∗n,l (A.9)

·
⎡⎣ ∑

ϑ∈{D(n)\l}
Al,ϑA

∗
m,ϑ +

∑
ϑ∈{D(n−1)}

Bpre
l,ϑ Bpre∗

m,ϑ +
∑

ϑ∈{D(n+1)}
Bnext

l,ϑ Bnext∗
m,ϑ

⎤⎦



A P P E N D I X B

Partial CP discarding

B.1 Effect of partial CP discarding

First consider the construction of the channel matrix H̃ for the case of τ = 0,

i.e., the first channel tap sets the OFDM symbol boundary. In this case, if there is no ISI,

the channel matrix H̃ for an example of a channel delay spread of 3 samples takes the

following form.

H̃ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0 0 0 0 · · · h1

h1 h0 0 0 · · · h2

h2 h1 h0 0 · · · 0

0 h2 h1 h0 · · · 0
...

...
...

...
. . .

...

0 0 0 0 · · · h0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
From observation of the above matrix we can express the (k, l)th element of H̃ as

H̃k,l =

⎧⎨⎩ hk−l for k = l, l + 1, . . . , l + P − 1

0 elsewhere
(B.1)

where P denotes the channel delay spread in number of samples (P = 3 for this example).

We split the operation FNH̃FH
N into Θ � FNH̃ first and then on ΘFH

N . Without loss

of generality, we will assume the matrix indices to range from 0 to (N − 1). The (k, l)th

106



107

element of the DFT matrix, FN , is

Fk,l =
1√
n

e−j2πkl/N (B.2)

The (k, l)th element of the matrix Θ is found to be

Θk,l =
N−1∑
ϑ=0

Fk,ϑ · H̃ϑ,l =
1√
N

N−1∑
ϑ=0

e−j2πkϑ/N · H̃ϑ,l (B.3)

which using (B.1) can be re-written as

Θk,l =
1√
N

l+P−1∑
ϑ=l

hϑ−l · e−j2πkϑ/N =
1√
N

P−1∑
ζ=0

hζ · e−j2πk(ζ+l)/N

=
1√
N

P−1∑
ζ=0

hζ · e−j2πkζ/N · e−j2πkl/N =
1√
N

· gk · e−j2πkl/N . (B.4)

where we have defined the frequency response of the channel at the kth carrier as gk.

The (k, l)th element in the matrix DH is, therefore, found to be

DHk,l
=

N−1∑
ϑ=0

Θk,ϑ · FH
ϑ,l =

1

N

N−1∑
ϑ=0

gk · e−j2πkϑ/N · ej2πlϑ/N = gk · 1

N

N−1∑
ϑ=0

e−j2π(k−l)ϑ/N

= gk · δK(k − l) (B.5)

where δK(k) is the Kronecker delta defined to be 1 for k = 0 and 0 elsewhere. The result

in (B.5) is the well known OFDM behavior for no ICI and no ISI, whereby the channel

gain of the lth subcarrier at the OFDM receiver is the channel’s frequency response at the

same subcarrier.

As seen from (4.12), the channel matrix H̃ is constructed as H̃ = RCP · H · TCP.

Putting the channel matrix H̃ in the following form H = [H2H1], where H2 is a (NT ×
CP ) matrix corresponding to the first CP columns of H and the channel matrix H1 is a
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(NT × N) matrix corresponding to the last N columns of H, then

H · TCP = [H2H1] ·
⎡⎣ 0CPtx×(N−CPtx) ICPtx

IN

⎤⎦ = [0(NT×(N−CP ))H2] + H1, (B.6)

which indicates that H · TCP is equal to the matrix H1 plus the matrix H2 added to the

last CP columns of H1. Assuming for example,

H =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0 0 0 0 0 0 0

h1 h0 0 0 0 0 0

h2 h1 h0 0 0 0 0

0 h2 h1 h0 0 0 0

0 0 h2 h1 h0 0 0

0 0 0 h2 h1 h0 0

0 0 0 0 h2 h1 h0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and CPtx = 2, then

H · TCP =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 h0 0

0 0 0 h1 h0

h0 0 0 h2 h1

h1 h0 0 0 h2

h2 h1 h0 0 0

0 h2 h1 h0 0

0 0 h2 h1 h0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The matrix RCP removes the first CPrx and the last ΔCP � (CPtx−CPrx) rows of H·TCP.

Therefore, for the example above and assuming CPrx = 2, i.e., total CP removal, yields
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the effective channel matrix H̃ found to be

H̃ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0 0 0 h2 h1

h1 h0 0 0 h2

h2 h1 h0 0 0

0 h2 h1 h0 0

0 0 h2 h1 h0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
while for partial CP removal of CPrx = 1 the effective channel matrix becomes H̃′ found

to be

H̃′ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 h1 h0

h0 0 0 h2 h1

h1 h0 0 0 h2

h2 h1 h0 0 0

0 h2 h1 h0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
which is a circular shift downwards by ΔCP rows of the rows of the channel matrix with

total CP removal H̃. Note that this is true as long as the result of total and partial CP

removal incurs no ISI, i.e., the matrices H̃ and H̃′ are both circulant. If the partial CP

removal incurs ISI the matrix H̃′ is no longer circulant.

For the ISI free case, we can express the (k, l)th element of the matrix H̃′ as

H̃′
k,l =

⎧⎨⎩ hk−l−ΔCP for k = l + ΔCP, l + ΔCP + 1, . . . , l + ΔCP + P − 1

0 elsewhere
(B.7)

As a result, the (k, l)th element of the matrix Θ′ � FNH̃′ takes the following form

Θ′
k,l =

N−1∑
ϑ=0

Fk,ϑH̃
′
ϑ,l =

1√
N

N−1∑
ϑ=0

e−j2πkϑ/NH̃ ′
ϑ,l

=
1√
N

l+ΔCP+P−1∑
ϑ=l+ΔCP

e−j2πkϑ/Nhϑ−l−ΔCP =
1√
N

P−1∑
ζ=0

hζe
−j2πk(ζ+l+ΔCP )/N
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=
1√
N

P−1∑
ζ=0

hζe
−j2πkζ/Ne−j2πkl/Ne−j2πkΔCP/N

=
1√
N

gke
−j2πkl/Ne−j2πkΔCP/N (B.8)

and therefore, the (k, l)th element of the matrix D′
H � Θ′FH

N takes the following form

D′
Hk,l

=
N−1∑
ϑ=0

Θ′
k,ϑ · FH

ϑ,l =
1

N

N−1∑
ϑ=0

gk · e−j2πkϑ/N · e−j2πkΔCP/N · ej2πlϑ/N

= gk · e−j2πkΔCP/N 1

N

N−1∑
ϑ=0

e−j2π(k−l)ϑ/N = gk · e−j2πkΔCP/N · δK(k − l)(B.9)

where δK(k) is the Kronecker delta, and which shows that D′
H is also diagonal but also

shows that the channel frequency response gets weighted by a ‘phase ramp’ of value

e−j2πkΔCP/N , where ‘k’ is the subcarrier index.

This phase ramping of the channel’s frequency response will have an effect in

the estimation of the channel. Note that the same phase ramping effect is encountered if

the symbol boundary is such that the first tap of the channel does not correspond to the

first entry in the first column of the matrix H̃ and therefore we will have a matrix with

diagonal entries equal to gm · e−j2πmτ/N , where τ is the transmit-receive timing error with

late sampling for positive values of τ and early sampling for negative values of τ . Note,

on the other hand, that τ << N is expected, in general, while ΔCP could get close to

the value of N .

B.2 Channel estimation with partial partial CP discarding

Consider the linear interpolator (channel estimation type II) with Mp = 2. For this

case, the channel estimate at the mth subcarrier is obtained as follows:

ψ̂n,m =
1√
2
(ψn,m−1 + ψn,m+1) (B.10)
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Table B.1 Effect of phase ramping into channel interpolator

CP ΔCP α

0 64 -1.41

8 56 -1.31

16 48 -1

24 40 -0.54

32 32 0

40 24 0.54

48 16 1

56 8 1.31

64 0 1.41

Assuming no ISI and no ICI, and ignoring the noise effect, from (B.9), the channel gain

at the (m− 1)th and (m + 1)th subcarriers is given by ψn,m−1 = gn,m−1 · e−j2π(m−1)ΔCP/N

and ψn,m+1 = gn,m+1 · e−j2π(m+1)ΔCP/N , respectively. Therefore,

ψ̂n,m =
1√
2

(
gn,m−1 · e−j2π(m−1)ΔCP/N + gn,m+1 · e−j2π(m+1)ΔCP/N

)
(B.11)

while we would like to have

ψ̂′n,m =
1√
2
(gn,m−1 + gn,m+1) · e−j2πmΔCP/N (B.12)

Assuming gn,m−1 = gn,m+1 to see the effect of the phase ramping we see that

ψ̂n,m =
1√
2
gn,m−1 · e−j2πmΔCP/N · (e−j2πΔCP/N + ej2πΔCP/N)

=
√

2gn,m−1 · e−j2πmΔCP/N · cos(2πΔCP/N) (B.13)

which has the weighting by α � cos(2πΔCP/N). Table B.1 shows the effect of this

weight for the evaluations conducted in the corresponding CP optimization subsection.

As we can see, the channel gain can be weighted by negative values (swapping
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the sign of the channel estimate) or even can be zero-ed.

For DFT-based channel estimators, we start with the IDFT operation over the pilot

subcarriers to get ĥk. Assuming no ISI, no ICI and considering the noise-free case, we

have

ĥk =
1

Np

Np−1∑
m=0

ψMpm · ej2πMpmk/N (B.14)

where we have dropped the time indices to shorten notation, where ψm = gm·e−j2πmΔCP/N

and where gm =
∑P−1

ϑ=0 hϑ · e−j2πmϑ/N . Therefore,

ĥk =
1

Np

Np−1∑
m=0

P−1∑
ϑ=0

hϑ · e−j2πMpmϑ/N · e−j2πmMpΔCP/N · ej2πMpmk/N

=
1

Np

P−1∑
ϑ=0

hϑ

Np−1∑
m=0

e−j2πMpm(ϑ+ΔCP−k)/N , k = 0 . . . Np − 1 (B.15)

Note that if ΔCP = 0, N/Mp = Np and Np ≥ P , then ĥk = hk, since the summation

over m becomes

1

Np

Np−1∑
m=0

e−j2πm(ϑ−k)/Np = δK(ϑ − k) (B.16)

Further, note that if Mp does not divide N , there will be an interference effect as

the function 1
Np

∑Np−1
m=0 e−j2πMpm(ϑ+ΔCP )/N is no longer a ‘delta’ function. The condition

Np ≥ P is required to avoid aliasing of channel taps in the transformation from frequency

to time domain.

The DFT-based channel estimator may truncate ĥk to Nh samples, then pad with

(N−Nh) zeros and perform a DFT of size N . We will consider Nh = Np in this example.

Therefore,

ψ̂m =

Np−1∑
k=0

ĥk · e−j2πmk/N =
1

Np

Np−1∑
k=0

P−1∑
ϑ=0

hϑ

Np−1∑
l=0

e−j2πMpl(ϑ+ΔCP−k)/N · e−j2πmk/N

=

Np−1∑
l=0

e−j2πMplΔCP/N 1

Np

Np−1∑
k=0

e−j2π(m−Mpl)k/N

P−1∑
ϑ=0

hϑe
−j2πMplϑ/N
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=

Np−1∑
l=0

gMple
−j2πMplΔCP/N 1

Np

Np−1∑
k=0

e−j2π(m−Mpl)k/N

=

Np−1∑
l=0

gMple
−j2πMplΔCP/N 1

Np

sin(π(m − Mpl)Np/N)

sin(π(m − Mpl)/N)
· e−jπ(m−Mpl)(Np−1)/N (B.17)

which is a discrete ‘sinc’ interpolation in the frequency domain of the channel gains at

the pilot subcarriers. Note that we would like to have the e−j2πmΔCP/N weighting outside

of the ‘sinc’ interpolation of the channel gains at the pilot subcarriers gMpl.
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