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There is a silence where hath been no sound,
There is silence where no sound may be,
In the cold grave — under the deep, deep sea...

Thomas Hood

Sound in the ocean originates from multiple mectrasi both natural and

anthropogenic. Collectively, underwater ambient saoiaccumulates valuable

information about both its sources and the oceanigronment that propagates this

noise. Characterizing the features of ambient nexagce mechanisms is challenging,

but essential, for properly describing an acoustizironment.

Disturbances to a local acoustic environment mégcaimany aquatic species

that have adapted to be heavily dependent on tarticplar sense for survival
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functions. In the case of marine mammals, which fadcerally protected, demand
exists for understanding such potential impactsiclwidrives important scientific
efforts that utilize passive acoustic monitoringAlP tools to inform regulatory
decisions.

This dissertation presents two independent stuthes use PAM data to
investigate the characteristics of source mechanigrat dominate ambient noise in
two diverse shallow water environments.

The study in Chapter 2 directly addresses the eanocEhow anthropogenic
activities can degrade the effectiveness of PAMthe Alaskan Beaufort Sea, an
environment where ambient noise is normally doneddty natural causes, seismic
surveys create impulsive sounds to map the compof the bottom. By inspecting
single-sensor PAM data, the spectral charactesisb€ seismic survey airgun
reverberation are measured, and their contributionthe overall ambient noise is
quantified. This work is relevant to multiple onggimitigation protocols that rely on
PAM to acoustically detect marine mammal presengand industrial operations.

Meanwhile, Chapter 3 demonstrates that by analyadatg from multiple PAM
sensors, features embedded in both directionabamd-directional ambient noise can
be used to develop new time-synchronization praecgsgechniques for aligning
autonomous elements of an acoustic array, a toolmaanly used in PAM for
detecting and tracking marine mammals. Using three4synchronization procedures
shown here, arrays may be built out of stand-aloeeorders that simplify the

deployment logistics and can be arranged in meltpinfigurations.
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Given increasing economic pressures worldwide, raptigenic activities in
the ocean are only expected to expand, and theneammnoise contributions will
continue to rise. These studies provide baselimavledge and practical tools to help

properly assess the impact of such source mechanisnshallow-water acoustic

environments.

XXVili



CHAPTER 1:

Introduction



l. INTRODUCTION

Despite the descriptive title of Jacques Cousteadric 1954 work, “The
Silent World” (Cousteau and Dumas, 1954), it is ng@ll established that the ocean
is filled with noise generated by a variety of sms, including a diversity of marine
fauna, natural physical processes, and in conteampotimes, inescapably,
anthropogenic industrial activities (Hildebrand, 02D These different source
mechanisms collectively imprint the underwater aticuenvironment with a variety
of acoustic signatures that can vary in magnituaels, spectral content, temporal
structure and spatial extent (reviewed in Urick83)9 Each source signature itself is
distorted further by its interaction with the pewdiar environment in which it
propagates, confounding attempts to define a "geheescription of an acoustic
environment.

The earliest studies to describe the nature of mvatter ambient noise (Ross,
1976; Knudseret al, 1948; Wenz, 1962;Wenz, 1972) identified a varietyabiotic
and biotic source mechanisms. The first categonyesponds with sources that
originate from geophysical phenomena, including dagenerated waves (Perrone,
1969), earthquakes, rainfall, and cracking ice; nelg biotic sources comprise sounds
made by organisms like marine mammals, fish or riebeates. These source
categories are classically represented by the kedd&/enz curves (Figure 1.1), which
classify the different mechanisms across spectmalensions of frequency and
averaged power spectrum received levels. For instahe signatures of earthquakes

and seismic waves can be found in the frequenayerdelow 100 Hz, whereas wind-



driven noise extends to the several kHz range,sacreceived levels between 20-80
dB re: 1uPa, depending on sea state. Although the procéssesich this acoustic
energy is coupled into the ocean are well undedstgaantification of the relative
contributions of the various mechanisms to the al/@oise budget remains an active
and essential area of research (Hatchl, 2008).

Even in these initial studies the presence of apibgenic sources was already
identified as a prominent contributor to ambienisepfor example, Figure 1-1 shows
that distant and near-by shipping are a dominaotcgobetween 10 and 3000 Hz
(McKennaet al, 2012). Over the decades since Wenz’'s work, atierne industrial
activities that also radiate noise underwater ha@eome widespread, among them
offshore oil and gas exploration or extraction @re and Richardson, 1988),
construction and dredging (Greene, 1987) and mjlitaxercises. Given global
economic pressures, these activities are becomimig mbiquitous (Andrevet al,
2002; Halperret al, 2008) and consequently concerns have been ralsegt how
this addition of noise may impact marine life at&lacoustic ecology (Barlow and

Gisiner, 2006; Nowaceét al, 2007; Richardsoat al, 1986; Tyack, 2008)
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Figure 1-1: Reproduction of Wenz curves (1962) disaying power spectrum
corresponding to a variety of ocean ambient noiseoarces at
different frequencies. (Source: Discovery of Soundn the Sea
www.dosits.org).

In this context marine mammals are of special conc@nce so many of their
basic survival functions rely on their acousticqagtion: from communication with

conspecifics to the ability to echolocate (whichalgles foraging, detection of



predators and navigation) (Norris, 1969; Ketten92)9 Within U.S. waters. all
cetaceans are federally protected by the Marine iMainProtection Act of 1972 (16
U.S.C. § 1361 et seq.) (MMPA; Romanhal, 2013) and the Endangered Species Act
(1973, 7 U.S.C. 8 136, 16 U.S.C. 8§ 1531 et sedhjchvaim “to maintain marine
mammals as a significant functioning element in ¢hesystem of which they are a
part.” Under those statutes the U.S. National Markisheries Service (NMFS)
manages and regulates activities that may injurgair or impact a population,
including those that produce high noise leveldeirtvicinity (NRC, 2005).

In order to minimize their exposure to high-intépsanthropogenic noise, a
variety of monitoring and mitigation strategies adeen implemented around known
critical habitats or along migration routes. Pasghcoustic Monitoring (PAM, Sousa-
Lima and Norris, 2013; Zimmer, 2011) has been pnavaiseful complementary tool
in acoustically surveying cetacean populations [(Barand Taylor, 2005; McDonald
and Fox, 1999), measuring exposure effects ovegy lemporal and spatial scales
(Blackwell et al, 2013) and evaluating the resulting outcome afhsmitigation
strategies (Van Parigt al, 2009). Thus, it is of relevance to study howbant noise
interacts with PAM tools, as well as characterizihg large variation in spectral and
directional features of its multiple sources.

This dissertation presents two independent stuttias combine PAM data
with external environmental measurements, withultienate goal of investigating the
characteristics of ambient noise and its sourceswinn disparate shallow water

environments. Acoustic propagation in shallow wasedominated by the interaction



of the pressure wave with the boundaries of anroegaeguide, generating strong
site-specific propagation effects (Jenstral, 1993) that can be difficult to separate
from the inherent characteristics of the sourcehaesms themselves (Cato, 1997;
Kuperman and Lynch, 2004, Jensen and Kuperman,)188&e same time, shallow-
water environments often present situations whemgel groupings of marine
mammals overlap spatially and temporally with aopimgenic activities (shipping
ports, offshore energy exploration, wind farm camdion).

The two primary chapters (Chapters 2 and 3) ofdigsertation align with two
current and significant directions in the scientidtudy of ocean ambient noise: the
effects of anthropogenic noise on marine mammaigd,the extraction of information
about the ocean environment from ambient noise. ¢ sub-sections provide
relevant contextual details about these reseamshd$r and help frame the novel

contributions of this dissertation within this ddtshed knowledge.

. BACKGROUND ON CHAPTER 2: THE EFFECTS OF NOISE
ON MARINE MAMMALS
Chapter 2 presents a study that evidences the tropacseismic airgun source
on the local diffuse ambient noise conditions afhallow water environment. The
results demonstrate that the backscattered eneeygrberation) can significantly
contribute to raising ambient noise levels durihg inter-impulse interval (between
seismic airgun shots), which under certain circamsts can degrade the detection

capabilities of PAM tools. By extension, it coults@ be hypothesized that seismic



reverberation could potentially impact local popaias of marine mammals, such as
the endangered bowhead whaalgena mysticetdswhich uses the study region as a
migration corridor.

The introduction of underwater noise into the marianvironment can
adversely impact marine mammals in a variety ofsv&ygure 1-2 (based on concepts
from Richardsoret. al., 1995) provides a convenient framework for cataigall the
possible types of disturbance on cetaceans, pedrag zones of potential impact
from a single point source (at the center) in oxfedlecreasing severity, as a function
of distance from the source. These effects mayerdran fatal at close range, to no-
impact at all beyond a certain “safe” distance.

Historically, concerns for these impacts first fsed on physiological injuries
to individuals from acute exposure to high noisele. It has been observed that as a
result of such exposure, tissue ruptures could comige some species’ auditory
systems, leading to mass strandings and mortabitigl{t pink zone in Fig. 1-2)
(D’Amico et al, 2009; Filadelfcet al, 2009). Hearing losses in marine mammals are
classified as both temporary threshold shifts (TT8)ich indicate a short-lived period
during which a sound must be louder than normadroter to be detected, heard or
understood; or permanent threshold shifts (PT$pgeized essentially as permanent
partial hearing losses. Because recovery from TES possible, it can be
experimentally induced and studied with captivenals and a large body of
knowledge has been accumulated about this phenomemovarious (mostly

odontocete) species (e.g. Finneedral, 2010; Kasteleiret al, 2013; Schlundét al,



2008). Comprehension about permanent damage (SuBff' @) or of these injuries in
the wild remains still largely unclear (Southeilal, 2007).

Longer-term studies and observations have alsatexpthat underwater noise
can be associated with modifications to naturabbeirs (Kight and Swaddle, 2011).
It is considerably more difficult to interpret tleebehavioral disruptions within the
context of a wild animal’s life history (for exaneplin terms of energetic cost or
missed feeding opportunities) and to relate thigniBcance to the viability of an
entire population. Dedicated controlled exposungeeixnents (CEE; also referred to as
behavioral response studies, BRS; DeRweteal, 2012; Gordoret al, 2003) are still

attempting to answer these questions.

No Detection
Detection

Masking

Reaction

Injury

Death

Sound Source

Figure 1-2: Schematic based on Richardsoa al. (1995) showing the continuum
in zones of impact, arranged in order of increasingpotential
seriousness to the health and well-being of a maermammal.



Following the scientific insights about these ptigdreffects, almost all of the
regulatory and impact-assessment approaches staytedentifying received level
thresholds that would predict these extreme regsots noise exposure (Southell
al., 2007). Mitigation strategies implement such thadds in the practice, with the
goal of preventing or minimizing the cases of expego those onset levels.

What has become apparent in recent times is tleatadnly acute approach to
assessing impacts can overlook the potential lengst population-level effects of
chronic noise exposure, especially considering thatine mammals are relatively
long-lived species. Thus, concerns have shiftecalsm considering the possible
adverse effects from prolonged exposure to longrtgradual increases in ambient
noise. For example, elevated anthropogenic levelantbient noise may lead to a
reduction in the area over which an animal canesgfally communicate, defined by
Clark et al (2009) as “communication masking”. By adding &stacle to behaviors
that rely on the effective communication betweenspecifics or the detection of
relevant acoustic cues, increased ambient noisel lmay thus lead to reduced
reproductive rates or rates of survival, impairthg viability of the population in the
long-term. Consequently, masking is now viewed as another potential stressor
impacting species that are already facing othan$oof habitat degradation (Rolland
et al, 2012). In that context, the characterization afb&nt noise becomes a
fundamental element to understanding the spatiatenéx of an animal’'s

communication range and thus its overall acousidogy (Hastings and Au, 2012).
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With this new long-term, large-scale perspectivemind, recent studies have
resulted in various additional criteria being pregad (Ellisonet al, 2012; Mooreet
al., 2012; Southalét al, 2007)for assessing the likely impacts of noisposure on
marine mammals. Unfortunately, numerous other factocome into play when
considering these potential long-term effects,udoig general behavioral states of the
population; characteristics, location, and movemeinthe sound source; previous
exposure histories of individuals, and other ecesyschanges. These science-based
recommendations are starting to permeate into ¢lgelatory realm and are being
considered in the process of developing new mam@@nmal acoustic guidelines
(Scholik-Schlomer, 2012).

Yet another recent shift in the assessment of noigeacts on marine
mammals is the awareness that impulsive sourcaddhe regarded as a distinct type
of acoustic disturbance (in contrast to continueoise sources), one that may induce
certain kinds of impacts and may require particulsgulations. Of the impulsive
sources, seismic surveys are of special interestuse of their wide-reaching use and
highly energetic output (Castellog al., 2012; Di lorio and Clark, 2010; Nieukiek
al., 2004). Seismic surveys are conducted by towrngya of airguns behind a vessel
that is moving along survey lines as it shoots diem, broadband impulses.
“Streamers” of hydrophones listen for their cor@sfing echoes and interpret the
received seismic data to locate buried deposiwilaind gasWhile seismic surveys
have been taking place for decades, advances imdbkgies and expansion into

formerly inaccessible grounds (for example, theti8)jcare increasing their use and
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the resultant concern about harm to marine lifend@on has focused primarily on the
impulse event itself, where most of the energyoiscentrated, but as seismic surveys
spread into shallow water, reverberation in betws®rts has become an unavoidable
issue.

In view of these considerations and based on tgigus knowledge, Chapter

2 addresses the specific issue of masking causedismyic survey reverberation.

I, BACKGROUND ON CHAPTER 3: EXTRACTING
ENVIRONMENTAL INFORMATION FROM AMBIENT NOISE
Considering the background established for Chateabout how routine
anthropogenic noise sources in the ocean have leeeoih the consequent concerns
for potential impacts on marine mammals, it is ustted that PAM technologies that
enable the detection and localization of vocallyvacmarine mammals have become
a critical component of the required mitigationoef§ (Irelandet al, 2009). In
addition, acoustic monitoring recorders can coladbstantial information about the
local underwater propagation environment. This gpeegially true in shallow water
environments, as a propagating sound wave canctefieltiple times between the
surface and the bottom before reaching the PAM ivece By exploiting this
environmental knowledge, Chapter 3 demonstrateethod that enables individual
autonomous PAM sensors to be synchronized as eediaifray.
Acoustic arrays are a common PAM tool for estintamarine mammal’s

position, as they have the ability to simultanepusillect acoustic data at different
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spatial locations (e.g. Cato, 1998; Sonrgagl, 1986; Morrisset al, 2006; Simard
et al, 2008; Thodeet al, 2012; Tiemanret al, 2002; Wladichuket al, 2008).
However, such equipment is usually bulky and hednggause all the sensors are
electrically connected to a single central dataussiion system. As an alternative,
arrays constructed out of autonomous recordingaek may be attractive, since they
offer advantages in terms of configuration and giality (Greeneet al, 2004; Thode
et al, 2006; Wiggins and Hildebrand, 2003). On the dadansgiven that autonomous
elements have independent timing clocks, they éspee a temporal offset both
relative to each other and relative to an absdilote standard. Resolving these offsets
generally requires the use of an active acousticce but given the protected status
of many marine mammal species, controlled sounygbpleks can be problematic.

In that context, Chapter 3 explores a passive @ghrto time-synchronization
that takes advantage of the information about ttwustic field embedded within the
diffuse ambient noise recorded by two separaterdecs. The environment in which
this study takes place is a shallow lagoon, whasbient noise incorporates wind-
driven noise, and biologic sources (Figure 1-1)hsas croaker fish (Sciaenidae),
snapping shrimpAlpheus heterochaeligind sounds of the gray whakesghrichtius
robustus),a species that visits these protected waters yéantyate and give birth to
its young (Jonest al, 1984; Urbaret al, 2003). During the winter months, whale-
watching tourism is a major socio-economic actiuityat supports several regional
communities. However, the noise spectrum of whaéeshing boats (called “pangas”)

may overlap with the acoustic niche of gray whallbs¢ creating a potential situation
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for communication masking (Clart al, 2009). The work in Chapter 3 is based on
data collected as part of a long-term, scientifforg that seeks to measure the health
of this lagoon’s ecosystem and conserve the swdidity of its ecosystem services
(Ruckelshauset al, 2013; Wormet al, 2006). Acoustic arrays built out of
autonomous sensors were deployed with the long-tgrah of localizing and tracking
gray whales; however, time-synchronization of teeustic data is a necessary first
step towards achieving those objectives.

Over the past decade it has been shown that tss caorelation of an ambient
noise field recorded at two points can lead to ppr@ximation of the time-domain
Green’s function (TDGF; e.g. Brooks and Gersto®d)2 Buckingham, 2012; Sabea
al., 2005a), which describes the environment’s impuésponse. Additional work has
extended this principle to developing time-synclzation methods that utilize long-
time averaged cross correlation estimates betwe®soss corresponding to two
different arrays (Figure 1-3 taken from Salwt al, 2005b; Friedet al, 2008)

separated by 28-115m.
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Figure 1-3 Reproduction of results showing the emergence aftime delay offset,
computed from the lon¢-term averaging of the timederivative of the
ambient noise cross correlation function as recorake by two
elements from separate horizontal arrays (Figure 8n Sabra et al.,
2005b).

A similar approach is tested in Chapter 3 with telosely-spaced PAM
instruments and the resultitiming estimates are compared with estimates ok
from a taditional synchronizing meth that relies on daransient discre sound
source, in this case passing pan. Furthermore, the emengee of correlation peal

revealednew knowledge about the spatial and temporal Higion of various

ambient noise sources at the lag..

IV.  OUTLINE OF THE DISSERTATION
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The research questions pursued by this dissertatiermotivated by a basic
need for a more comprehensive understanding oferhhboise and the characteristics
of its source mechanisms. Although the two studpeesented here describe
independent investigations, at the core they battress the following research
guestions:

1) Is it possible to combine PAM data with independenvironmental
measurements to identify and characterize the soumechanisms of
ambient noise in shallow water?

2) Are there practical applications to such knowledgbout source
mechanism features that could help improve PAM eying tools or their
effectiveness?

Chapter 2 shows how the use of PAM data combineth wixternal,
environmental measurements, can successfully fgerstource mechanisms for
ambient noise. Specifically, independent measunesnaf wind speed (derived from
scatterometry satellites) are combined with sirgldrophone PAM data to determine
whether noise levels at a given frequency rangeation and time associate with
natural (wind) or anthropogenic (seismic reverbhergtsources. The chapter then
characterizes the spectral features of an impulss&mic survey used in offshore oil
and gas exploration, and quantifies its contributio the overall underwater ambient
noise budget in the shallow water environment efdbntinental shelf off the Alaskan
Beaufort Sea. Contrary to most other oceans oWwttrdd, this low-frequency acoustic

environment is generally dominated by natural sesiduring extensive times of the
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year, making it a unique setting in which to iseltte impact of one predominant type
of anthropogenic disturbance, present exclusivalying the open water season
(September and October). Results indicate that etedistances above 100 km
seismic airgun impulses raise ambient levels bgwnadB over the natural baseline, but
as expected, much more elevated increases canrbeiveel at closer range to the
source. As discussed previously, this work is dpathy applicable to concerns about
communication masking and degradation of PAM maimtp and mitigation
capabilities.

In a second case study (Chapter 3) sufficient PAd¥h cexists (i.e. multiple
hydrophones) so that the source mechanisms cattebéfied by acoustic recordings
alone; for example, data obtained from two closglgeed hydrophones can be
enough for determining the directionality of amhienise sources.

The chapter then describes a computational timeksgnization procedure
that exploits this directionality, enabling indegdent acoustic sensors to be used as a
synchronized array. In order to demonstrate thetigadity of this method, a study
was performed at Laguna San Ignacio (LSI) in Bagif@nia, Mexico, which
deployed autonomous instruments separated by temseters in an environment
where both an anthropogenic component of continutaise exists (local whale-
watching boats), as well as other diffuse biotiarses (for example, croaker fish). We
then applied a traditional method of synchroniz{nging the boat as a controlled
source) and a novel time-synchronization methoddteon the correlation of non-

directional ambient noise) to time-align the seas@wllowed by a discussion on the
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temporal resolutions achieved by each method. Thgnifisance of time
synchronization of autonomous recorders is consdlen the context of a multi-
scientific, collaborative project that can then Ilgpfhese technologies for further
marine mammal PAM research.

Finally, Chapter 4 summarizes the major conclusioesulting from this
research, places their implications into the broadentext of current scientific

knowledge, and indicates potential future applaaiand supplementary studies.
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ABSTRACT

Shallow-water airgun survey activities off the No&lope of Alaska generate
impulsive sounds that are the focus of much regujattention. Reverberation from
repetitive airgun shots, however, can also incréas&ground noise levels, which can
decrease the detection range of nearby passivestacanonitoring (PAM) systems.
Typical acoustic metrics for impulsive signals pgd®/ no quantitative information
about reverberation or its relative effect on thebeent acoustic environment. Here,
two conservative metrics are defined for quantidymeverberation: a minimum level
metric measures reverberation levels that existdset airgun pulse arrivals, while a
reverberation metric estimates the relative magdeitof reverberation vs. expected
ambient levels in the hypothetical absence of airgctivity, using satellite-measured
wind data. The metrics are applied to acoustic deasured by autonomous recorders
in the Alaskan Beaufort Sea in 2008 and demonstnat® seismic surveys can
increase the background noise over natural amheeats by 30-45 dB within 1 km of
the activity, by 10-25 dB within 15 km of the adtyy and by a few dB at 128 km
range. These results suggest that shallow-wateerlvevation would reduce the
performance of nearby PAM systems when monitororgniarine mammals within a

few kilometers of shallow-water seismic surveys.
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INTRODUCTION

The Beaufort Sea borders the Alaskan North Slopagab 340 km swath of
northern Alaska. The continental shelf along tloast is relatively narrow, between
60 and 120 km. Its depth can reach a few hundretensy but in this paper a
‘shallow-water environment’ will refer to continetshelf water depths of 50 m or
less. The Beaufort Sea, along with the adjacenk€HhiuSea, is home to a variety of
whales, seals and other marine mammals that magehsitive to the sounds of
increasing industrial activities in the area.

During the ice-free months of 2006-2009 multipleed&pping anthropogenic
activities by several independent companies ane@mowvent agencies were conducted
in this region. Of particular concern to regulatare sounds originating from seismic
airgun surveys (Barger and Hamblen, 1980; Greené Richardson, 1988).
Quantifying the potential long-term impacts of thasirveys on the viability of marine
mammal populations faces numerous challenges, heginwith the problem of
defining the relevant measurement metrics. Somesarsus iS emerging about
metrics of impulsive signals that are appropriatéerms of estimating auditory injury
to animals (Madsen, 2005; Southat al, 2007; Kastaket al, 2005). These
measurements include peak-to-peak amplitude, r@arrsquare (rms) amplitude, and
sound exposure (SE) (Urick, 1983; Madsen, 200%hiteid laboratory data on marine
mammal hearing, reviewed in Southaitlal. (2007), suggest that sound exposure level

(SEL) in particular, may be a biologically relevamétric for predicting the degree of
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temporary and permanent threshold shift in indigiduexposed to high-intensity
sounds; however, there has been little researctn@nhong-term impacts of chronic
acoustic exposure on marine mammal populationsarethere formal regulations for
quantifying communication masking effects in manmammals.

In shallow-water environments additional factoisemwhen characterizing the
sounds from a seismic airgun survey. In shallowewab direct path exists between
the airgun source and a receiver; instead, theepeigrgy arrives as a series of
multipath (normal mode) arrivals, each with a diéf& arrival time at the receiver.
Due to frequency-dependent geometric dispersiorecedf the time-dependent
frequency structure and duration of each modal ipath arrival changes,
complicating attempts to estimate the biologicafiievant sound exposure. A portion
of the pulse energy also travels through the oflean and re-emerges into the water
column as a head wave, which can provide a sigmfi¢raction of the total signal
energy below 50 Hz.

Yet another consequence of shallow-water propagaiso the substantial
reverberation that follows all modal arrivals. A tpulse propagates through shallow
water, it interacts multiple times with the oceamface, bottom, and substrate,
scattering energy incoherently throughout the watetumn in the form of
reverberation. Although the received levels of rbeeation are generally lower than
peak or rms measurements of the coherent arrittady, can be greater than natural
ambient noise levels. Reverberation can persist tnescales much longer than the

duration of the dispersed coherent arrivals, evensigting until the start of the next
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seismic airgun shot. Thus, seismic airgun revetlmgraan continuously elevate the
background noise field during a survey, even dutinges between airgun shots. In
general, modeling or predicting reverberation féalilt; reverberation characteristics
are highly dependent on the local bathymetry aogpggation environment.

The presence of reverberation in shallow water ha® important
consequences when trying to understand the polteintlgact of seismic airgun
activities on marine mammals. First, the elevatadkground noise levels arising
from reverberation would be expected to reduceréinge at which passive acoustic
monitoring (PAM) systems could detect and localmarine mammal sounds near
shallow-water seismic airgun activities. Secorglsmic airgun reverberation may
reduce the ‘communication space’ between anim#ks the bowhead whale, and
thereby impact quantitative estimates of informanoasking (Richardsoet al, 1986;
Clark et al, 2009; Di lorio and Clark, 2009). Thus simple nust are desired to
guantify how reverberation increases backgrounsen@bove ambient levels in
shallow water. This paper defines two metricsniaimum level metric (MLMand a
reverberation metric (RM) The former simply reports the minimum sound lgve
detected over a given time window, while the latstimates how much seismic
airgun reverberation increases background noise wkiat would have existed in the
absence of such activity. For the continental fsbiélthe Alaskan North Slope, the
RM is derived from wind speed estimates obtainethfsatellite observations, which
are then used to empirically model what wind-driaenbient noise levels would have

been at a specific location. These modeled amkeerts are then compared with the
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MLM to generate the RM. The RM is a conservativeasure of the contribution of
reverberation to the background noise environmegtbse it only applies to times
when reverberation is continuously present. The &Ms not apply to situations
where reverberation is present, but fades awayntment levels between airgun shots.
Section Il gives details about the data used fas tmnalysis: acoustic
recordings obtained in 2008 at a variety of ranfges seismic airgun activities off
the North Slope of Alaska. Section Il defines th® metrics in detail and discusses
the global database used to estimate sea surfawk speeds derived from satellite
data. Section IV applies these metrics to the dateribed in Section Il, producing
information about the temporal and spatial distidouof reverberation generated by a

seismic airgun survey operating between 2-128 kam facoustic receivers.

.  DATA DESCRIPTION

A. Seismic airgun survey

The reverberation data presented here arose fr@gaismic airgun survey
generated from the M/V Gilavar in the Beaufort 882008. The Gilavar towed two
WesternGeco arrays of Bolt airguns (Irelatdl, 2009) approximately 275 m behind
the vessel. Each array consisted of 24 airgunsijldised into three sub-arrays of 1049
in®volume each, for a total volume of 3147 aperated at an air pressure of 2000 psi.
Full airgun operations were preceded by ramp-ugqaores, during which marine

mammal observers (MMO) visually searched the sumdmg area for evidence of
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marine mammal presence. During standard operatigares were shot at intervals of
25 m (=9 s) while the vessel traveled at speedsdmtvd and 5 knots. The seismic
survey vessel usually rastered across a regioningav a straight line over an area of
interest, then making a 180 degree turn and shpdatimother line parallel to the
previous course. During the process of turningviégsel around, activity is reduced to
a mitigation-gun condition, when only one of thegans remains active at a volume

of 30 irt.

B. Passive acoustic data

Between August 11 and October ® 2008 a network of 40 Directional
Autonomous Seafloor Acoustic Recorders (DASARs-Q@8Eeneet al, 2004) were
deployed offshore in the Alaskan Beaufort Sea, gogea coastal distance of
approximately 280 km (174 mi) between the villageKaktovik in the east and
Harrison Bay in the west (Figure 2-1). DASARs weeployed on the seafloor at
depths between 15 and 54 m, and were arrangedivetgroups, or ‘sites’ labeled 1
through 5 from west to east. Each site is configureo an extended array of seven
DASARSs, labeled A-G from south to north, with timstruments placed at the vertices
of equilateral triangles of sides 7 km in lengtiteS. had the shallowest mean water
depth of all the sites (20.5 m) while Site 5 hae teepest (48.9 m). The DASARs
recorded continuously at a sampling rate of 1 kitr] the sensitivity of the omni-
directional (pressure) hydrophone was -149 dB uéa/V, with a high-pass frequency

response of around 20 dB per decade, in orderaenpiten the expected ambient
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noise spectrum. To recover the calibrated timesgethe data were passed through a
single-pole IIR low-pass filter cascaded with atBmworth high-pass filter with a 10
Hz cutoff frequency. The low-frequency cutoff wasosen to remove the effects of
flow noise, as well as seismic interface and heades. While IIR filters can be
unstable, producing ‘ringing’ in response to a éagmplitude impulsive signal, a
review of the calibrated vs. un-calibrated dataficored that the reverberation data

reported here are not filtering artifacts.
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Figure 2-1: Location of DASAR deployments, arrangedy site, plotted alongside
with tracks and dates of extended seismic airgun seeys. Within
each site DASARs are labeled A to G from south toamth. The
location of the Prudhoe Bay land-based wind statiors also marked.

Figure 2-1 illustrates the track lines of the M/\daBar plotted alongside the

DASAR locations, revealing two bouts of concenwateirvey activity. One bout

occurred around Site 1 from Septemb@tti&ough the 1%, 2008, and the second bout

occurred between Sites 3 and 4, from Septemb8rti®ugh the 28 2008. The

analyses that follow incorporate data from the Iskhadst (A) and deepest (G)

DASARs at all sites within those date ranges. Rmsmtion from other DASARs at
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intermediate depths at a site generally lay betwkenevels obtained from the A and
G DASARs. The land-based weather station at Prudeye marked on Figure 2-1,
was used to confirm wind speeds downloaded frorallgatscatterometry databases

(Zhanget al, 2006). The closest DASAR to the weather statias 2A.

II. ANALYSIS PROCEDURE

A. Review of fundamental level metrics

The metrics defined in this paper are intendedotmpiement the concepts of
sound exposure level (SEL) and root-mean-squanedspressure level (rms SPL) of a
transient sound, in that they provide additiondbimation not captured by these
metrics. However, the metric definitions origindtem SEL and SPL, and so their
definitions are reviewed here.

The term sound exposure (SEvith units of P&s, is frequently used as a
proxy for energy flux density. Studies of mammalesrs (Young and Wenner, 1970;
Yost, 1994; Madsen, 2005) suggest that, for sigoffelatively short duration (under
1 s) their perception of loudness is based on bwhintensity and the duration of a
received signal. However, SE is not a direct meanirthe physical energy flux
density, because measuring the true energy fluxldvoequire an independent
measurement of acoustic particle velocity (D'Spatnal, 1991). Following the
definitions from Southalkt al. (2007) and Madsen (2005), the SE of an equalized

transient pulse at a given absolute time inidexcomputed as follows:
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T, f kz ﬁ) k 2
s - [ [p olen = fpcorar~ 5
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where p(t) refers to a band-limited pressure time seriesdicates the time index
defined over a periodT; = T;-Ti.;, andP(f) is the analytic Fourier Transform pft),
with p(t) set to zero outside the time interval defined hé&kree second equality is a

consequence of Parseval’'s Theorem. The third appete equality shows how the

SE is computed from the Fast Fourier Transform OFfF{'k), derived fromN samples

of a pressure time series discretely sampletimes per second, such tHatATF..
Eq. (1) is frequency-dependent as it implicitly laags the pressure time sers)
has been bandpass-filtered over a specific frequeanage of interest betwednand
fo.

A variant of Eq. (1) subtracts an estimate of thetimean-square background
noise fromp?(t) in an attempt to estimate the pressure contdbidtom the transient
signal alone, and not the combined transient arckgvaund pressure, but when
defining the new metrics here, the definition asspnted in Eq. (1) will be used.

The rms sound pressure (SP) is simply the squateof SE divided by T;and

has units of pressure:

SP(t) = % [ (P vat)=

i — liaT,

)

The decibel measure of SE, the sound exposure (8#l), is



38

SEL =1Clog,(SE,/SE ) with a reference quantity of iP#-s. The rms sound

ref

pressure level (SPL) iSPL = 20log,(SF/SF,;) , with a reference quanitity pPa.

B. Minimum level metric (MLM)

This section describes how to obtain a minimum llewetric (MLM) from
recordings of seismic airgun surveys. The impaaof the metric is that it provides
a convenient approach for measuring backgroundenimsgels that exist between
airgun pulses, and thus reverberation effectsrdieroto generate a MLM from a raw
time series, three steps have to be taken, andstephrequires a decision concerning
the choice of a particular time scale for procegsie data.

The first step is to convert the raw time seriet® ia series of overlapping
FFTs, from which SE or SP estimates can be detsaty Eqgs. (1) and (2); however,
both equations were originally defined for detenstio impulsive signals that are
clearly distinguishable from diffuse backgroundseowithin a given time intervalT;.
The first decision that arises when attemptinggdplyathese definitions to stochastic
signals like seismic airgun reverberation is howgl@ time period\T; is needed to
compute the SE or SP. Stated another way, whatl&®kJth N should be selected to
compute these levels? In the absence of a shdgbiyed transient pulse, it is difficult
to determine how long a time sample is needed duige a SE or SP estimate of the
background noise.

In this paperAT; (and thus the FFT lengtN) is related to the estimated

integration time of the mammalian hearing mechamdmoncern; given the lack of
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such information for various species of interestluding the bowhead whale, this
integration timeAT; is postulated to be the typical call duration frime species. For
example, for a bowhead whale the integration irlewould be on the order of 1 to 2
s (Ljungbladet al, 1980; Clark and Johnson, 1984). Thus a valugTpbf 1.024 s
will be used in Section 1V, which translates intd-&T length of 1024 points at a 1
kHz sampling rate. Having chosen the time windavget of overlapping FFTs are
calculated over the entire time series, regardbésshether or not a seismic airgun
pulse is present within a particular FFT time wiwdoThe FFT snapshots are then
converted into a series of SE values using theelgsality in Eq. (1).

The second step in computing the MLM is averagiaguential SE or SP
estimates over a short time window, in order taioedthe variance of the result. The
need for this step arises from the fact that SERestimates derived from a stochastic
signal fluctuate over time, even if the underlystgtistical distribution of the noise
properties (e.g. power spectral density) remaimsizmt.

To achieve this step, one must decide how many BR3pshots can be
averaged to generate a ‘well-behaved’ estimatehefstochastic signal’'s SE or SP.
Thus a second (averaging) timescale must be detedni This new timescale
estimates a time window over which certain staigdtiproperties of the noise are
assumed to be invariant, gtationary an assumption that permits the SE or SP
estimates generated from data from within that tmmedow to be averaged together.
In the signal processing literature, a certain kafdstationary signal is designated

wide-sense stationarfVSS) if both the mean and autocorrelation (ke first two
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moments) of a stochastic signal do not change twertime period in question.
Roughly stated, a WSS signal maintains the samerlymag power spectrum over
time, and thus sequential estimates of SE or SBeaveraged.

Reverberation in an ocean waveguide is time-depgnde that both its
magnitude and spectral content clearly evolve dwee as the reverberation fades
away. A time windowATysscan be identified, however, wherein the WSS assmpt
holds. IfATwss> AT; then an integer numb&sampies0f adjacent or overlapping SP or
SE estimates can be averaged together, reducingait@&nce in accordance with
Welch’'s method (Oppenheim, 1999). Thus, for SE sueaments of background
noise,

! +Nsamp|es

S_Erzi ZSEJ' (3)

Nsamples j=i
The duration ofATyssis always less than the interval between airgursgsyl thus
ensuring that some values & will have been averaged over a time window that
excludes an airgun signal. In Section IXBysgvalue of 2 s is used.

The final step in computing the MLM is determinitige minimum value
produced by Eqg. (3) over a third time windaw,,;, Completing this step requires a
final decision over what timescale the minimum dtdae sought. Whereas the first
two timescales defined relatively short time windoef 1 to 2 s, thé Ty, window
generally must be much longer, encompassing seagraln pulse arrivals. Yet, the

third time window cannot be chosen to be so loraf ih fails to capture gradual
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changes in the background reverberation caused hHayges in source/receiver
distance and other aspects of the operation.

ThereforeATminis defined as the time scale over which there arsignificant
changes in the source/receiver range, orientadond/or propagation environment.
Once ATninis determined, a MLM can be defined using either &SP, or

equivalently SEL or SPL:

SPL" =min{SPL, SPL.,, SPL_,, ...SPL., } )

SE"™ =min{SEL, SEL.,, SEL,,, ...SEL,, } ©)

whereNminis the number of averaged samples generated b{BEthat lie within the
ATmintime window. In Section IV a time window of 30 mivas estimated to be the
interval over which reverberation levels do notrai@ The units of this MLM are
identical to that of a standard SPL or SEL lev8:rd 1 uPa for SPL, dB re 1 pPa"2-s
for SEL.

In summary, deriving a MLM from raw acoustic datxjuires three steps:
generating a series of time-overlapped FFT snapstfothe data, averaging adjacent
snapshots together to reduce the estimate’s vasjiamd then selecting the minimum
averaged value that occurs over a long-term timmelow. The three time scales that
need to be defined to obtain the metric have bakelédAT; ATwssandATmi. These
values represent: (1) the assumed biologicallywesle energy-integration time scale
of a species’ hearing mechanism, which determihes=FT length used on the data;

(2) the time scale over which the noise can beidensd wide-sense stationary, which



42

determines how many SE or SP estimates can be @pisdy averaged over time;
and (3) the time scale over which no significanargies take place in the source-
receiver separation and propagation environmenichwttetermines the time window
over which to extract the minimum level value. Thwl result is a time-dependent
estimate of minimum background noise level thataess any contribution from

transient components of the airgun signal, inclgditt modal and substrate arrivals.

C. Reverberation metric (RM)

To convert the MLM into a dimensionless reverbemtmetric (RM), an
independent estimate of baseline ambient soundslevest be made in the absence of
seismic airgun survey activity. The dB valueslodde estimates are then subtracted
from the dB values of the MLM to generate the RNthvan interpretation analogous
to that of signal-to-noise ratio (SNR). For exaep@a value of O dB or less for the RM
would indicate that the reverberation from an awrghot decays to natural ambient
levels before the next shot occurs.

Unfortunately, no universal procedure for estimgtior modeling ambient
noise can be recommended, because the sourcebrmoise are highly dependent
on a particular location and season. Three passitdthods can be suggested, all of
which require assumptions behind the ambient noisehanisms. The first method is
to simply assume that the MLM values measured betbe onset of a particular
anthropogenic activity would have remained at tee¢l during the activity (temporal

consistency). The second method is to measureMibld simultaneously at two
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locations: one close to the anthropogenic activabhg one so distant that contributions
from that activity are assumed negligible (spatiahsistency). The final method
assumes that the MLM can be accurately modeledyusdependent measurements of
other environmental parameters, such as wind, athinfides, levels of shipping
activity, etc (environmental consistency). Theulssin Section IV.C use this third
method, because empirical measurements of ambaese m this open-water Arctic
environment correlate well with local surface wisgeed measurements. Winds
agitate the ocean surface, creating waves, bubblesother physical processes that
dominate the acoustic noise environment. Noisefehipping is negligible in this
region. These assumptions are consistent with guevambient noise observations in
the region (Irelanet al, 2009; Wenz, 1962; Figure 2.7 of Blackwetlal, 2006). The
wind speeds for this work were obtained from thénenNOAA Blended Sea Winds
database (Zhangt al, 2006), which combines scatterometer observatioos
multiple satellites to produce a set of global ded wind speeds, averaged in 6-hour
increments and gridded with 0.25° spatial resotutio latitude and longitude. For
every time increment, the wind speed values offdkie grid-points closest to a given
DASAR location were spatially averaged to produtest-estimate of the wind speed
at the DASAR location at that time. The dB valuéshe MLM were then averaged
over 6 hour increments (i.e., the ambient noiseeslare geometrically averaged) to
produce a time series with the same sampling iateas the spatially-averaged
blended wind data. Finally, the correlation coedit was computed between the

MLM and the spatially-averaged wind data, usingreé time offsets of 0, 6 and 12
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hours, where the MLM was delayed from the wind.idE when seismic airgun
survey activities were occurring in close proximitgre rejected from the regressions.
The time offset that produced the best correlatias then used to compute a set of
linear regressions between the blended databas# spieeds and MLM, a process
discussed in more detail in Section IV.C. The @Bels of the resulting modeled
ambient noise levels are then subtracted from tHeMMlerived for all times,

including times of seismic airgun survey activignerating the RM.

IV.  RESULTS

A. Reverberation examples

Figure 2-2 presents representative calibrated spggeims of seismic airgun
survey impulses generated by the Gilavar in 2088ecaorded by DASARs at Sites 1
and 4. All spectrograms are computed using a 2%®-ge-T with 75% overlap.
Figures 2-2(a) and 2(b) show spectrograms of seismpulses recorded at DASAR
1A, the shallowest DASAR at Site 1, on SeptemBea®Oranges of 18.5 km and 6.5
km, respectively. Figure 2-2(a) illustrates a 6Qpation of the mitigation-gun
procedure that occurs as the vessel reverses cbataeen transects, during which
only one gun fires at a volume of 3C.irBubplot 2(b) illustrates the received signal
from the full airgun array firing 24 guns (for aabvolume of 3147 i) at a range of
6.5 km, with pulses generated at approximatelyi®ervals. Finally, Figure 2-2(c)

displays a 60 s-long spectrogram of airgun pulsem fthe full airgun array, but
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recorded at the deepest DASAR of Site 4 (DASAR 4Gha range of 17.5 km on
September 2% These spectrograms demonstrate how differentceomges affect
the modal airgun arrivals. The exact nature of meseation is highly site dependent;
one can see that the power spectral density frorlberation varies from site to site,

even when the same airgun source is used.
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Figure 2-2: Representative spectrograms of seismiactivity from the M/V
Gilavar: (a) mitigation gun at 18.5 km range recoreed at DASAR
1A (the shallowest DASAR at Site 1) on September I8t 2008 at
01:45; (b) full airgun array at 6.5 km range, at DASAR 1A on
September 9th, 2008 at 03:31; (c) full airgun arrayat 17.5 km range
at DASAR 4G (the deepest DASAR at Site 4) on Septber 25th,
2008 at 06:30. The sub-50 Hz arrival visible beforéhe main pulse
arrival in (b) arises from a head-wave leaking fromthe substrate,
and the frequency-modulated down-sweep visible inc) arise from
the geometric dispersion of various normal mode aivals.
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Figures 2-2(b) and 2-2(c) also show head wave asgitrom the substrate (Frisk,

1994), visible below 50 Hz.

B. Minimum level metric (MLM) estimates

Figures 2-3 through 2-8 display the MLM [Eq. (5)@roved for all 30-min
samples of the dataset, including periods with nsigisactivity. To compute this
metric, a series of Fast Fourier Transforms (FRV¥e)e computed, using 1024-point
snapshot sizes, with 50% overlap between subseguapshots. A 1024-point FFT
corresponds to an energy integration titvTe of 1.024 s, the rough mean duration of
an average bowhead whale call. The time st@lgsswas selected to be 2 s, akithin
was chosen to be 1800 s, or 30 miffwssis less than the interval between seismic
airgun shots (about 9 s), thus guaranteeing thmaesmutputs of this operation will not
be contaminated by energy from the direct shoibleisn Figure 2-2.

Figure 2-3(a)-(d) shows the broadband (10-450 HezMMn units of SPL, for
the shallowest (A) and deepest (G) DASARs at Siteand 4. It is worth re-
emphasizing that Figure 2-3 and subsequent figdoesot display any properties of
the dispersed airgun pulse arrivals; instead, thegntify the reverberation that
persistsbetweenairgun pulse arrivals. Note that the time scateBigure 2-3 cover
the entire deployment period, not just times wheral seismic airgun surveys are
present.

The long-term broadband MLM results, shown in FggR+¢3, are influenced by

changes in ambient noise levels, as well as theepoe of reverberation from
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anthropogenic sources. Substantial changes ibribedband natural ambient levels
can be observed, varying by over 30 dB, but tendctur over relatively long time
scales (e.g. over the course of a day), as seevedetSeptember T4and 19 in
Figure 2-3(a) and 2-3(b). By contrast, seismicuwirgurveys produce relatively rapid
fluctuations (‘comb patterns’) in background levelger timescales of only a few
hours, as the ship constantly varies its distanca given DASAR while rastering
across the site. This rapid variation is emphasiaethe fact that the vessel reduces
the number of airguns firing while it is turningoand, allowing background levels to
briefly return to ambient baselines, before thevayractivates the full airgun array
again. MLM levels at Site 4 can vary by up to 3, s can be seen between
September 2D and 28' [Figure 2-3(c) and 2-3(d)], as the vessel transitsveen the
furthest and closet ranges relative to the DASAR.

Figure 2-4 displays the same metric as in Figurg but computed for
DASAR 1A only, over four 100-Hz frequency bands:-11D Hz, 110-210 Hz, 260-
360 Hz and 360-460 Hz. The same periods of seiairgan activity seen in Figure 2-
3 can be recognized here due to the distinctiventcgattern’. During these times,
MLM values are greatest at frequencies above 26(QRmire 2-4(b)], regardless of
vessel range and orientation to the receiver, atatig that the spectral composition of
this reverberation is strongly dependent on locapagation conditions, such as local
water depth. Figures 2-5 and 2-6 plot the MLM darection of frequency, time, and
location. Figure 2-5 plots the results obtainethatshallowest DASAR at each of the

five sites (DASARs A), while Figure 2-6 plots resubn the same intensity scale for
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the deepest DASARs at each of the five sites (DASAR). The frequency
dependence has been computed over eight overlap@g) frequency bands

between 10 and 460 Hz, each band covering a 1dtakidwidth.

MS SPL (dB re 1

Date in 2008

Figure 2-3: Broadband (10-450 Hz) MLM (in SPL unit9 at the shallowest and
deepest locations of Sites 1 and 4, computed forettentire duration
of deployment, using a 30 minute long-term windowf{a) DASAR
1A; (b) DASAR 1G; (c) DASAR 4A; (d) DASAR 4G. DASARA
locations are the shallowest, DASAR G locations, ¢hdeepest.
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Figure 2-4: 100Hz narrowband MLM (SPL units) for DASAR 1A, over the same
timescale and using the same analysis parameter(a) 10-110 Hz
and 110210 Hz; (b) 26(-360 and 360460 Hz. Note that a +20 dE
offset has been applied to the upper time serit
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Figure 2-5: MLM (SPL units) as a function of frequency and time at shallowest
locations (A DASARS) at all five sites. The metrisvas computed in
eight frequency ranges of 100-Hz bandwidth, overlggng 50% (10-
110 Hz, 60-160 Hz, 110-210 Hz, 160-260 Hz, etc.}vibeen 10 and
460 Hz. Other analysis parameters remain the samesaigures 2-3
and 2-4.



~a)1G “

‘ i |N U | _ M

M

T ] IIH\

»
'

Il

w

M i

‘ ‘HI H\

51

120

100

80

60

i

k

29 Sep

0

30 Aug i

il
9 Sep
Date in 2008

10 Aug 20 Aug 19 Sep

Figure 2-6: MLM (SPL units) as a function of frequency and time at deepest
locations (G DASARs) at all five sites. Analysis pameters are
identical to those in Figure 2-5.

Two one-week periods of particularly intense segsairgun survey activity
are emphasized in Figures 2-7 and 2-8, which singpigand the time scales of
Figures 2-5 and 2-6. Figure 2-7 shows the MLM nigrihe week of Septembé&¥6
14" when the survey operated at Site 1, while Fig+8 shows the corresponding
levels between September'2ind 28', when the survey operated between Sites 3 and
4. Generally, when the seismic airgun survey getlibetween Septembef &nd

12" in close proximity to Site 1, MLM levels were moirtense at the shallower

DASARs, when compared to the deeper DASARs (Figu7@. The opposite is true
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when the seismic airgun survey operated betwees Siind 4: received levels of 1
MLM were higher at the deeper DASARs compared te #hallower DASAR

(Figure 2-8).
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Figure 2-7. Expanded views of Figures -5 and 2-6, covemg seismic airgun
activities between September "-14". The left column plots the
MLM ( SPL units) of the shallowest DASAR at each site (A); #
right column plots the metric for the deepest DASARat each site

(G). The rows correspond to the different sits and follow the format
of Figure 2-5.
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Figure 2-8 Expanded views of Figures -5 and 26, covering seismic airgur
activities between September "-28" during peak seismic airgun
activity in close proximity to Sites 3 and 4. The left columplots the
MLM (SPL units) of the shallowest DASAR at each sé& (A); the
right column plots the metric for the deepest DASARat each site
(G). The rows correspond to the different sites andollow the seme
order as the rows of Figure -5.

C. Reverberation metric (RM) estimate:
As mentioned in the Data Description (Sectionthg RM for this location i
estimated by first empirically modeling the ambiantse using remote-sensed wind

speeds [e.drigure 2.7 ir(Blackwell et al, 2006)].
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Figure 2-9 illustrates the process for one pardicidtequency band using
DASAR 2A, the shallowest DASAR (21 m depth) at SAtd=igure 2-9(a) plots the 6-
hour average of the MLM time series, calculatedrdkie frequency band 60-160 Hz.
Figure 2-9(b) plots the 6-hour average of wind gp@e m/s) obtained from the Sea
Winds database, using a 0.5° x 0.5° area (fourestogrid-point values averaged
together) around the coordinates of 2A. The timetsvben Septemberf®3and 13" in
the time series correspond to periods when seiginguin activity is occurring, so
these periods are excluded from the correlatiore ddrrelation coefficient between
the MLM and wind speed are illustrated by the greghmatrix in Figure 2-9(c) as a
function of frequency band and time offset betwé#esm wind and noise data. This
matrix was used to determine the optimal time offsepply to the regression model,
which was +6 hrs, since at that time delay, theetation coefficient is greatest for all
frequency bands. Between 60 and 160 Hz the wireédmnd MLM are highly
correlated (Reoreiaiion=0.8621) with a 6-hr time lag. Figure 2-9(c) shothat this
correlation diminishes slightly at higher frequenaynges (i.e. Rorelaion=0.7880 at
360-460 Hz). Figure 2-9(d) plots the MLM betwedshand 160 Hz vs. wind speed at
the best time offset of +6 hrs, or where the MLMagsvzanced 6 hours with respect to
the wind times. This regression is re-computedafdotal of eight 100-Hz frequency
bands between 10 and 460 Hz.

Visual inspections of all the correlation plots @ss the DASARs suggested
natural break points for three separate linearesggons that could be applied over

three distinct regimes of wind speed: winds undev/$ [B;], winds between 5-10 m/s
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[B2] and winds exceeding 10 m/s 3B Figure 2-9(d) shows the optimal linear
regressions, although the third regression maybeotvalid as the number of data
points available is small. A standardized Studenttest (Zar, 1984) was performed to
establish the probability that such a fit would wcérom a cloud of uncorrelated
points. The resulting P values obtained from Figi#d) are on the order of 8.8e-05,

reflecting the low likelihood that the two variablare uncorrelated.
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Figure 2-9 Relationship between MLM and wind speed dataset(a) MLM for
DASAR 2A at 6(-160 Hz, averaged over 6w intervals; (b) Blended
wind speed time series in m/s, which consist o-hr averages of wind
speed around a 0.5 x 0.5 deg grisurrounding the DASAR; (c)
Correlation coefficient between MLM (at DASAR 2A) and wind
speed at different time delays and frequency rangeqd) Three
linear regression fits between reverberation and wind.
Corresponding slopes in dB/(m/s)B; = 63.046t 1.7(8; B, = 51.006t
4.363; B = 70.405+ 1.878. Corresponding regressic Student’s test
P-values P;=1.9707e-05; P= 1.2187e-10; P= 2.4536-04.
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Figure 2-10(a) plots the two-dimensional MLM at DS 2A [Figure 2-5(b)].
Figure 2-10(b) presents the modeled noise leveigatefrom applying the regression
equations performed at each one of the eight fregyubands, like the one illustrated
in Figure 2-9(d), to the wind record in Figure ®P(In effect, remotely-sensed
satellite data have been used to predict the teshamd spectral levels of the MLM
[Figure 2-10(b)]. The results of subtracting in diace (effectively, dividing) these
modeled ambient noise levels from the MLM [Figuréa)] creates Figure 2-10(c),
the RM, with units of dB SNR. Over this time pefithere was no detectable seismic
airgun activity, so ideally, if wind alone explatheambient noise levels, the value of
the metric should be 0 dB across all times andukgeqy ranges. The scatter of the
points around the linear fit in Figure 2-9(d), hawe ensures that the RM will be
nonzero even at times of no activity. The distiitou of these non-zero fluctuations
does not display a regular temporal pattern.

Finally, Figure 2-11 shows the RM estimates for shene locations and time
intervals shown in Figure 2-8, computed for thellsihgest and deepest DASAR at
each of the five sites. The time scale covers e3eper 28-28", 2008, a time of
heavy seismic airgun survey activity occurring elds Sites 3 and 4. The seismic
airgun survey leaves distinctive, temporally regudmgnatures at DASARS in close
proximity to the seismic airgun activity [e.g., Brg 2-11(f) and 2-11(h)]. Figure 2-11
demonstrates the efficacy of the RM in quantifyithg effects of seismic airgun

reverberation on background noise in a shallow-wetgironment.
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Figure 2-10 Example of reverberatior metric (RM): (a) Time-frequency MLM
for DASAR 2A; (b) Time-frequency model of underwater wind
noise from satellite observation dat¢ (c) RM (ratio of measured to
modeled MLM, or difference in dB). All units are hown in terms of
dB intensity ratios. The red band represents timesvhen satellite
wind data are unavailable.
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Figure 2-11: Expanded views of the RM covering seisc airgun activities
between September 20-28". The left column plots the RM of the
shallowest DASAR at each site and the right columplots the same
metric for the deepest DASAR at each site. The raswcorrespond to
different sites, and follow the same order as theows of Figures 2-7
and 2-8. Compare with Figure 2-8, which shows thassociated
MLM.

V. DISCUSSION

A. Minimum level metric (MLM) observations
The broadband MLM values in Figure 2-3 indicatet ttiee seismic airgun
surveys generated sustained broadband changeskgrband noise levels while the
survey took place. Two periods of substantial seisairgun activity can be identified

at Sites 1 and 4 from the temporal pattern alomegelneral, for DASARs within 10
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km of the seismic airgun activities, the highest Mlvalues generated by the
reverberation matched or exceeded the MLM valuesnaid during periods when
seismic activity was absent. As expected, revatlmr effects are greatest at
DASARSs closest to the activities; the shallowestIMR at Site 1 [Figure 2-3(a)] and
the deepest DASAR at Site 4 [Figure 2-3(d)].

Figures 2-5 through 2-8, which present the frequeard time dependence of
the MLM at all five sites, reinforce these obseiwas. Reverberation effects from
airgun shots are again clearly recognizable, dubddcomb-like’ pattern apparent in
the MLM, which occurs because the seismic vessskra away and towards the
recorder. For example, Figures 2-8(f) and 2-8(tdntered on September "24
demonstrate that MLM levels are high at Site 4 wihery are low at Site 3, coinciding
with the vessel traveling from Site 3 towards Slteand vice versa. Wind-driven
changes in the MLM arising from changes in the @mbnoise are seen to occur over
longer time scales and over wider geographic arbes)g recorded at multiple
DASARSs (e.g. the surge in ambient noise on Septeibim Figure 2-7).

Airgun shots fired between Sites 3 and 4, occurlirjveen September 20
and 28", produced the overall highest reverberation dete¢hroughout the two-
month period [Figures 2-6(c), 2-6(d) and 2-8(f) &i8(h)]. Reverberation from this
airgun activity can be observed on Site 4, Site8t6 85 km away), and even at Site 5
(93 km away) and Site 2 (128 km away). The eadasmic airgun survey between
September "8 and 12" had much weaker impacts on background noise Idefsnd

Site 1, only influencing the deeper waters of Qit62 km away).Just as changes in
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water depth and/or bottom composition generatewifft reverberation effects (Figure
2-2), these factors might also explain why reveaben decreases more rapidly with
range at Site 1, the shallowest of all the sit&s.seen in Figure 2-2(b), reverberation
effects generated by the survey at Site 1 had hilggguency content, relative to the
later survey between Sites 3 and 4 [Figure 2-2(c)Ypince higher frequencies

experience relatively greater propagation loss wéhge at shallow water depths
between 25 and 50 m, it is not surprising thatréwerberation effects from the Site 1
survey decay much more quickly with range than ldter surveys. It remains

puzzling why Site 5 is little affected by reverltgya from the Site 3/Site 4 survey

[Figs. 2-8(j) and 2-11(j)], compared with Site 2d& 2-8(d) and 2-11(d)].

B. Wind driven ambient noise and the reverberation matic RM

Figure 2-9 illustrates the strong relationship kew wind speed [Figure 2-
9(b)] and the MLM at DASAR 2A [Figure 2-9(a)], wiiavas distant to most seismic
airgun activities. While Figures 2-9(a) and 2-9¢ahly show this relationship over a
particular frequency band (60-160 Hz), Figure 2r@lemonstrates that a correlation
exists at all frequencies between 10 and 460 Hthoa$h the quality of the
reverberation-wind correlation coefficient degradesh increasing frequency. The
reverberation measurement times must be delayeoufs twith respect to the wind
times to achieve the best correlation. These carang were verified by repeating the
analysis using hourly wind data measurements froen Rrudhoe Bay land-based

weather station shown in Figure 2-1. That analgdsd found a high correlation
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between the MLM and wind speed and required aiveléime delay of seven hours to
maximize the correlation. The implication of thésee shifts is that it takes ocean
ambient noise levels about 6-7 hours to resporaddmange in wind speed.

A 6-hr time shift was selected for regression asialypetween the MLM and
database wind speeds, and Figure 2-9(d) shows ampm& of the set of linear
regressions at one of the eight frequency range@sl§® Hz). Once all regression
equations were computed for the corresponding efggquency bands at every
DASAR, all of them at a delay of 6 hrs, the MLM @ss all DASARs was modeled
using the appropriate local wind time series. Feg2H10(b) shows how the piecewise
linear regressions capture much of the variabilitythe natural fluctuations of the
MLM at Site 2A [Figure 2-10(a)], and thus the drfface between the recorded and
modeled MLM (i.e. the RM) suppresses large-scatarahambient noise fluctuations
[Figure 2-10(c)]. Occasionally, short periods exdten local wind data were not
available. These data ‘dropouts’ result in blangioas, as occurs on Septemb&ri@
Figures 2-10(b-c). The fact that wind is the maghificant contributor to ambient
noise levels below 500 Hz is unusual; in most osgeatistant shipping noise
dominates this band (Wenz, 1962). The absence ippisiyg noise in the low-
frequency band of the Arctic acoustic environmeayraurrently represent the closest
oceanic scenario to pre-industrial ambient noiselitmns.

When the RM is computed at all sites (Figure 2-1i%)ng specific regressions
computed at each DASAR with satellite-derived wapeeds, the relative changes in

the ambient noise levels due to patterns of airguarberation become clearly visible,
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e.g. at Sites 2, 3 and 4, particularly in the deegeorthern) DASARS, at depths
between 30 and 50 m [Figure 2-11(d), (f), and (hhus, seismic airgun reverberation
can produce measureable effects at distances tf Up8 km. Specifically, Figure 2-
11 indicates that at water depths of 50 m or lesismic airgun activity within 1 km of
a DASAR can increase noise levels by 30-45 dB awabient levels (deep DASARs
at Sites 3 and 4), by 10-25 dB within 15 km ranfjthe survey (shallow DASARs at

Sites 3 and 4), and by a few dB at ranges out 8ki?2 (Site 2).

VI.  CONCLUSION

Two metrics have been defined for characterizingemeeration from seismic
airgun surveys in shallow water, which can compleins¢andard metrics that focus on
the coherent airgun pulse arrivals, such as the &L SEL. The minimum level
metric (MLM) captures the minimum background souenkl detected over a fixed
time window, thus allowing it to capture long-teananges in background noise that
arise betweenairgun pulses, while rejecting effects from diseer modal and
substrate transient arrivals. To compute the MLNe¢htime-scale parameters were
selected: a time over which to generate a sindgiienate of SE or SP, a time over
which it is permissible to average sequential SESBr estimates to reduce their
variance, and a time over which the minimum valsiesélected. The MLM was

applied to airgun signals recorded between 15 @noh Slepth in the Arctic Beaufort
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Sea in 2008. The resulting MLM shows that the spécomposition of reverberation
is heavily dependent on receiving location, patédy water depth.

A second dimensionless metric, the reverberatiotticn@gRM), can be derived
from the MLM in various ways; in the results presehhere, wind measurements
were found to be highly correlated with the MLM oweost frequency bands in the
absence of seismic airgun activity. Thus the antbi®ise field was empirically
modeled from satellite-derived wind speed estimaiad the dB levels of the models
were subtracted from the MLM, yielding the RM. AJRof 0 dB would indicate that
anthropogenic contributions to background leveks lass than or equal to ambient
contributions from other mechanisms. The RM indisathat the Gilavar shallow-
water seismic airgun survey that took place betv&smtember 13and 28§’ increased
background noise levels by 30-45 dB over ambievngltewithin 1 km range of the
survey, by 10-25 dB within 15 km range of the syrvand produced detectable
modifications to background noise levels out to k28

These results suggest that the range at which taaweys or other PAM
techniques would be effective for detecting thespnee of marine mammal
vocalizations within a few km of shallow-water seis airgun surveys would be
significantly reduced. This is because there istime period between airgun shots
when reverberation does not mask one’s ability étect and recognize calls. The
results here also suggest a potential for intr&iipecommunication masking, as

defined in Clarket al.(2009), as a result of seismic airgun array aisi
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These metrics provide a conservative, lower boandeverberation levels,
because reverberations that do not persist oveertiee period between airgun shots
are not included in the two metrics presented h&gs. (4) and (5) could be expanded
to select not just minimum levels detected, but 28f@ 50% percentile levels
extracted from histograms of SEL and SPL deriverdnfrEq. (3). This approach
would permit detection and characterization of rbeeation that exists for only a
portion of time between impulses.

While percentile levels would add additional inf@ton about reverberation
effects, the MLM defined here is convenient to catep easy to understand and
makes minimal biological assumptions about a palgicspecies. Furthermore it could
easily be incorporated into standard source leggfigation measurements of seismic
airgun and other impulsive anthropogenic activitiasshallow water. By these
considerations, the potential communication maskiifigcts of seismic airgun surveys
on particular species of interest could be quatifi The inclusion of these metrics in
monitoring and mitigation reports would also praviegtgulators with valuable insight
into the expected efficacy of PAM and guide manag@nstrategies as relative to

seismic surveys according to site-specific featofaébhe environment.
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ABSTRACT

Due to concerns for potential impacts of anthropagenoise on marine
mammals, regulatory policies limit the applicatioh active low-frequency sources
(“pingers”) in close proximity to these animals.cBudevices are commonly used to
time-synchronize independent sensors with the m@&poef employing them
collectively as a network or an array. This chagbeplores the use of underwater
ambient sound to time synchronize underwater rexsrgeparated by 10 and 20 m, in
an environment with strong tidal fluctuations, Higtdirectional biological noise
components and a highly variable bathymetry in agimand range. Two three-
element passive acoustic horizontal arrays werdogeg in Laguna San Ignacio,
Mexico, during February and March 2010, in ordereicord gray whaleHschrichtius
robustu$ sounds and ambient noise. Each array consisteditohomous recorders
separated by 10 or 20m. In the 0.05-5 kHz frequdranyd this underwater acoustic
environment contains multiple directional anthrogaig sources (passing boats) and
numerous biological sources (snhapping shrimp aondkar fish). The relative clock
offset and horizontal separation between the rexeravas estimated by averaging
pre-whitened cross correlations of ambient noiser @0 minute intervals and then
selecting times of day where directional noise waktively absent. At 10 m
separation frequency components up to 1.4 kHz gwdaenough spatial coherence to
contribute to the timing estimate. The relativeckldlrift between the instruments was

obtained by repeating the process exactly 24 Hates the resolution of the resulting
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drift estimates was within 1 ms/day. The resuless @mpared against offset and drift

estimates derived from boat transits equipped GRS devices.

INTRODUCTION

Considering the background established in Chajtersd 2 about how routine
anthropogenic noise sources in the ocean have leeeoih the consequent concerns
for potential impacts on marine mammals, it is ustted that passive acoustic
monitoring (PAM) technologies that enable the d#decand localization of those
animals are a critical component of the requiretigaiion efforts (Funk et. al., 2009;
Ireland et. al., 2009). In addition, PAM recordeas collect critical information about
the local underwater sound field. This is espegialiue in shallow water
environments, as the propagating sound wave céecrehultiple times between the
surface and the bottom before reaching the PAM ivece By exploiting that
environmental knowledge (specifically the direcabty of ambient noise source
mechanisms), this chapter demonstrates a methddettables autonomous PAM
sensors to be used as a synchronized array.

Currently, a wide variety of techniques exist fetimating a marine mammal’s
position via PAM (e.g. Sonntagf al, 1986; Cato, 1998). These methods vary from
one-dimensional tracking methods (e.g. towed absamforming), to two- and three-
dimensional methods that include hyperbolic lo@ian using measurements of

relative time of arrival differences (TOAD), triamgtion of bearings from widely-
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spaced sensors (Greemt al, 2004) and matched field processing (MFP; Greene,
1987; Thodeet al, 2000; Tiemann and Porter, 2003;Nosal and Fraz@0y7). All
these techniques, however, share a common assumntptb acoustic data collected
from different spatial locations are properly ti@egned, which has often required
that the sensors be connected via electric cabke $ogle central data acquisition
system.

Arrays assembled from autonomous recording packagiésr distinct
advantages over cabled systems, including freedocordiguration and manageable
in-situ portability (Wiggins, 2003; Greenet al, 2004; Thodeet al, 2006). The
corresponding disadvantage is that the recorders malependent crystal oscillators
that generate slightly different timing frequenceesd these frequencies are sensitive
to ambient temperature. Any two autonomous recerdelt thus experience a clock
drift relative to each other and relative to ans@lote” time standard broadcast by
GPS satellites. Hence, a challenge when using arcagstructed with autonomous
sensors is their time-synchronization and this lenhge is compounded when the
relative positions of the underwater instrumentsncd be determined precisely.

The standard approach for time-synchronizationnvbi@izing autonomous
recorders for underwater acoustic applicationsredsd on controlled transmissions
(harmonic tones and frequency-modulated sweep®efteet al.,2004) or distinctive
sources of opportunity located at known positiommaiad the instruments (Hodgkiss
al., 2003). If these measurements are repeated & ¢argugh time intervals and the

relative clock drift between the instruments isuasad linear with time, then the clock
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offsetzp and driftdzy/dt can be estimated. This assumption of linear drésumes that
both instruments encounter the same water temperaiuring the entire period of
data acquisition.

This chapter examines the practicality of using i@mibnoise to estimate the
relative clock offset and relative clock drift bet®n two autonomous sensors spaced
tens of meters apart on the ocean floor, by comguthe time-averaged noise
correlation function (NCF) between the sensors i(&ai al, 2005a; Sabreet
al.,2005c). Examples of potential noise sources in géheironment include wind
generated noise, croaker fish (Sciaenidae), gragleshEschrichtius robustusand
snapping shrimp Alpheus heterochae)issounds. The peaks in the NCF vyield
information about the relative clock offset, clodkift and the physical separation
between the sensors. These timing estimates ar@areth with estimates obtained
from a transient discrete sound source, in thig ¢tessiting motorboats. In principle
if a discrete, directional sound source can be usedetermine the orientation of a
two-element array on the ocean floor, the finalcéyonized array can be used to
localize and track an arbitrary acoustic source.

Section |l reviews time-synchronization concepts &oustic datasets and
defines symbols for clock offseto] and clock drift (zg/dt). Section IIl describes the
acoustic data used in this study, collected inedtsted lagoon in Mexico. Section IV
details the analysis procedures for estimatingkcloffset and clock drift from both

directional and diffuse noise sources. Resultpegsented in Section V.
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. BACKGROUND AND THEORY

A large body of previous research has demonstratieeioretically and
experimentally, that an estimate of the time-don@ieen’s function (TDGF) between
two sensors can be extracted by performing a ccosselation of ambient noise
detected by the sensors. Roughly speaking, the TBEpFesents the acoustic field
received at one sensor when excited by an impulaesacond sensor. This principle
has been demonstrated with multiple wave phenomevith applications in
geophysics (Shapiro and Campillo, 2004), ultrasofMudaver and Lobkis, 2004)and
underwater acoustics (Roex al, 2004; Sabrat al, 2005c). A consistent motivation
behind these studies is the desire to conduct gesHc inversion or acoustic
tomography from the noise data.

Theoretical studies (Lobkis and Weaver, 2001) stimtthe time-derivative
of the ensemble-averaged NCF,,Ccan be expressed as the summation of a forward
TDGF G and a time-reversed TDGF -G between two laymized receivera andb,

at horizontal locations, andry, respectively:

W:—G(ryrh,rﬁ G(IyFas—7) 1)

where ¢ denotes the relative time lag of the cross-catieiafunction and
G(ra ny,7) represents the environment’s TDGF betwa@mdb. The derivation of this
expression assumes an azimuthally-symmetric ambiense field. The TDGF

estimate emerges from random noise events whosal gigopagates through bosh
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and b, which arises when noise events are collinear Wottationsa and b, or
“endfire” to the effective two-element array. Feceiver positions separated by a few
tens of meters in water depths of 10 m depth opeleehe TDGF is dominated by the
direct path arrival between the receivers. If thas®rs are separated by a distance

and the medium sound speed ,then Eq. (1) reduces to the approximate

S AT Y @

whered(0) is some finite value, ariifx)=0 for x not equal to zero.

If the two independent receivers are not time-symized, then at an absolute
reference timely a relative clock offsety(Tp)exists between the sensors. As time
progresses, the clock drift between the sensotsaliér the offset. If the drift rate per

unit timedzy /dtis linear, then at a timg the new clock offset,,; becomes:

d
Ty ()= 76(To)+ = & (T -To) ®

And Eg. (2) becomes:

d<Ca,éT'|'i,T ) :5(7_%+ To‘i(Ti)jm(H% ro,i(Ti)j "

Thus, if the NCF yields two prominent peaks, thiea élement separatidn

andopcan be deduced (Sabe& al, 2005c). The rate at which these peaks drift over
longer timescales then yields the drift rakg/dt. In principle, even if the ambient
noise environment is not azimuthally symmetric,hstitat the double peak structure

implied by Eq. (2) is not visible, the clock drdts/dt could still be inferred, provided
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that the angular statistical distribution of thaseofield remains stationary over the
measurement interval of interest.

Figure 3-1 illustrates how to estimate clock offggtand clock driftdzy /dt
from a NCF estimate in the form of Eq. (4), wheme tlecorders are horizontally
separated by distance. The figures schematically show a stacked set GFN
estimates generated over a significant amountaé.tiThe y-axis shows the absolute
time of the start of a particular NCF estimate, #relx-axis shows the high-resolution
lag time of each estimate. The red lines indicite lbcation of the two peaks
calculated using Eq. (4).This plot format (Figurd)3will be used extensively when

presenting the results of this chapter.
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Figure 3-1: lllustration of how to extract clock offset and clock drift from
ambient noise: (a) NCF structure from two unsynchrmized sensors;
(b) NCF structure after incorporating a clock drift estimated from
the slope of the drifting peaks in (a); (c) NCF stcture after
applying a clock offset.
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An initial approximation of clock driftlzy/dt can be obtained from the slope of
the peak trajectories over time [red lines in Fgy@rl(a)]. An arbitrary “origin” time
is chosen on the y-axis where the drift value suaged zero. Once that clock drift
estimate has been incorporated into a new setaslsarorrelations, the double-peak
structure stops drifting with time, appearing astieal lines in Figure 3-1(b). If the
peaks’ lag times are not symmetric with respectzéno lag, then the offsei
correction is simply the time shift with respect tbe x-axis that makes the
distributions symmetric [Figure 1(c)]. This offdstassociated with the “origin” time
previously discussed. Finally, the horizontal titag- difference between the two
peaks corresponds te2L/c, and thus the hydrophone separatiocan be deduced if
the local sound speexds known.

A fundamental issue that arises when attemptingpdement Egs. (1)-(4) is
determining how many averaged data snapshots adedefor the double-peak
structure in EqQ. (2) to emerge. Theoretical treattiméSabraet al.,2005b) suggest that
the variance of the estimate is inversely propagido the bandwidth of the signal
used in Eg. (1) and the averaging time used to rgemeC,, Experimental
measurements show that averaging times on the aiddrl to 230 minutes are
required in cases of element separations betweem@815 m, when biological noise

was used to generate the estimates (Fetied, 2008).
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. DATA COLLECTION

A. Equipment

All acoustic data were collected on custom-builttoaomous acoustic
recorders that contain a Persistor CF-2 micropsmrepowered by a bank of D-cell
batteries, confined inside an acrylic cylindricabusing [Figure 3-2(a)]. The
instruments continuously record for approximatedyhdurs onto a 4 Gb flash-card at
a 12.5 kHz sampling rate, after which the dataasdferred onto an 80 Gb hard drive.
No additional acoustic data are recorded during tihio-hour transfer.

The relative clock drifts on these instruments walreerved to be around 0.5s
per day during previous experiments. HTI-96 MIN tomhones were used with a
typical sensitivity of =165 dB re 1 MPa and a frequency response between 2 Hz and

30 kHz.

B. Deployments
Between February™and March # 2010 two horizontal acoustic arrays of
three elements each were deployed to record grajevdounds and ambient noise in
the southern section of Laguna San Ignacio (LSIBa&ja California Sur, Mexico
(Figure 3-3). This lagoon is visited yearly duritige winter months by a large
aggregation of Eastern Pacific gray whal&sdhrichtius robustysand boat-based
whale-watching activities take place daily betw&d0 and 17:00 (Urban Bt al,

2003).
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Figure 3-2: Instrumentation used for acoustic datacollection in Laguna San

Ignacio: (a) autonomous recorder attached to arrayline; (b)
schematic of a horizontal three-element array.
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A few hours before each deployment, the instrunckaks were synchronized
to local GPS time. Each horizontal array was cowstd by attaching three
autonomous instruments to a 100 m section of nijten [Figure 3-2(b)], with each
pressure case weighted down by 5 Ibs of distribatedba diving lead weights [Figure
3-2(a)]. Two Grapnel-type anchors were used toreethe line to the bottom. The
array was deployed from a small boat by loweringl aecuring the first anchor,
followed by paying out the rest of the gear whileging tension on the line and
finally dropping the second anchor. GPS waypoirdiims were taken at both anchor
drop points. Because of the nature of the deploymems not guaranteed that the
array line will lie straight on the ocean floor, 8@ precise separation between the
recorders may differ from the measured distanceagathe rope. The submerged
configuration [Figure 3-2(b)] leaves no surfacensityire, which is advantageous given
the number of whales and boats transiting the dreaqrepare for a contingency that
strong tides would displace the set-up from itsgioal location, a recovery
transponder or “pinger” (model ORE CART) was al$tached to the line, which
could be queried from the surface to provide airapgstimate.

The array was recovered by grappling perpendiculadtween the anchor
GPS waypoints. The northernmost array [triangletsginm Figures 3-3(a) and 3-3(b)]
is labeled “Punta Piedra” (PP) due to its proxintiya well-known local landmark of
the same name. The deployment location (26°47.804'13°14.674’ W) was chosen
to be compatible with historical baseline acoustiedies in the area, conducted in

1982-1984 (Dahlheinet al, 1984). The three instruments in the PP arrayadreled
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Units 1, 2 and 3, with adjacent units separated®yn. Units 1 and 3 were separated
by 10 m, and Units 1 and 2 were separated by 20ha.second underwater array
[circle symbol in Figures 3-3(a) and 3-3(b)] is éddd the “Southern Station” (SS),
and was deployed 1.5 km southwest of the firstyafah 26°47.076’ N, 113°15.436’
W).

The three instruments in the SS array (Units & &) were also spaced 10 m
apart, with Units 5 and 8 separated by 10 m andsUnand 7 separated by 20 m. Unit
8 failed on February 24 In this chapter only data from the PP statior b time-
synchronized, although a sample spectrogram redat&s is shown for illustration
purposes in Figure 3-5.

Tourist boats traveled past both locations each @me dedicated research
boat and five of 17 tourist boats were outfittedhmonboard GPS devices. Each day
during the 5-week monitoring period, the researaétlarove two circles around each
deployment (Figure 3-4) at a radius of approximaf€l0 m (bathymetry permitting),
while attempting to maintain a constant engine iogclrate. The result was a
broadband acoustic signal arriving from all azinsuéinound each deployment, which
permitted independent estimates of clock offset elethent separation for that day.
The onboard GPS sampled position once a second avheadle was being performed,

otherwise at one sample every 10 s while in regudansit.
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Figure 3-4: GPS tracks of research boat performingircles on March 1st,
2010: (a) around PP starting at approximately 15:440; (b)
around SS starting at approximately 15:35:00. Alsashown
are the localized array instrument positions and ary
center. Axes are displayed in meters from the arragenter.
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C. Acoustic environment

Historical acoustic research conducted 20 yearsaagjoe PP site during the same
winter months as this study (Dahlheghal, 1984) deemed the lagoon habitat to be
noisy in the 0-20 kHz range, when compared withnepeean reference spectra from
Knudsenet al. (1948). In particular Dahlheim found a concemndraof elevated noise
levels between 2-5 kHz. Although mainly dominatgdbimlogics (fish, invertebrates
and marine mammals), the local acoustic landscgueiacorporates anthropogenic
and physical sources, the latter associated witammagraphic processes like tidal
currents and wind.

Of particular interest to this work is the ambierdise environment at 2
kHzand below. Above 1 kHz the most significant atamusignature are biological
sounds from invertebrates [Figure 3-5(a)]. Of tlsgible species in temperate and
tropical habitats such as LSI, snapping shridiplteus heterochae)ire commonly
responsible for high-level noise in this frequemanpge (Au and Banks, 1998). The
lagoon is also inhabited by a variety of croakeh f{Sciaenidaefamily) known for
their sunset and sunrise choruses (D'Spain andh&atg 2006) in the frequency range
below 100 Hz [Figure 3-5(a)].

The gray whale’s dominant vocalization in LSI, secalled type S1 pulsive
call (Dahlheimet al, 1984) [Figure 3-5(c)], occupies the frequencyge between
300-800 Hz, an acoustic niche that coincides whth ‘Quiet” frequency band in the

lagoon’s ambient noise structure below snappingrghand above fish sounds.
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Figure 3-5: Sample spectrograms of raw acoustic datrecorded at SS: (a)

Underwater ambient noise recorded on March 1st, 2@at 23:03:00;
(b) Harmonics of boat noise at close approach recded on March
1st, 2010 at 15:36:30; (c) Gray whale call type Sfecorded on
March 1st, 2010 at 06:27:05. All samples correspontb the same
raw data file on Unit 5. All spectrograms were compted using an
FFT size of 2048 points and 75% overlap.

However due to the introduction of man-made soutisissrange now overlaps

with a portion of the spectrum of the transitingatso[Figure 3-5(b)], creating the
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potential for masking (Clarlet al, 2009). Other gray whale vocalizations utilize
slightly wider frequency ranges, as high as 2 khiz as low as 100 Hz.

Due to the lagoon’s complex bathymetry (Joretsal, 1984) and high
evaporation rates (Winant and de Velasco, 2003), @&eriences strong tidal
currents. The average depth of the lagoon is onty, ecause of the extensive salt
flats situated to the north. The deep-water charumahing along the central lagoon,
adjacent to where the PP station was deployedevéetween 1.8 and 3 km in width
and has an average depth of 15.2 m with a maximgthdof 25 m by the mouth of
the lagoon. The water depths around a 100 m rdchns where the acoustic arrays
were positioned were sampled at the time of depémand recovery, using a
handheld depth finder (model: Vexilar LPS-1). Orerage, depths around the PP
array measured between 7.6 m and 12.0 m and bethZénm and 20.2 m depth
around SS. The bathymetry surrounding the deploysnesaried strongly with
azimuth, especially around the PP site. Indeethvatide the lagoon shore would be
within 100 m of the PP deployment, along the bradelarray direction. By measuring
how the broadband received level of transiting beagine noise decreased with
distance, a rough transmission loss formul2dbg(R)was obtained for the PP site,

indicating relatively poor propagation conditiongthe lagoon.

IV.  ANALYSIS PROCEDURE
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A. The equalized noise covariance (EC), signed noisevariance (SC) and
their time derivatives ECTD and SCTD
The noise covariance function (NCE), between two random timeseries
Xaandx, can be defined in the frequency domain as:

Cop(@)= X, (@)X, (@) (5)
whereX, andX, are the respective Fourier transformspf<x,> andx, - <xp>. The
inverse Fourier transform of Eq. (5), weighted byng choice of frequency window,
is the NCF. Technically speaking, subtracting treamvalue of the time series makes
Cab @ measure of covariance, not correlation, but wie e@intinue to use the term
“noise correlation function” to be consistent wiphevious literature (Sabrat al,
2005c). The time derivative of the noise correlationctiondCyy/dz, expressed in the
frequency domain, is

—dCabT(a)) =lo Cy() (6)
That is, the application of a frequency weightingie@ is equivalent to a time
derivative of the function in the time domain. TdueantitydC,y/dz is closely related to
the time-domain Green'’s function (TDGF) via Eq. (Rpuxet al, 2005).
Egs. (5) and (6) incorporate the spectrum of thbiant noise sources, which
can lead to oddly-shaped peaks in the NCF. To gémeteaner peaks in the NCF, we
define two additional functions. The equalized raisvarianc&Cyy, (w) is defined in

the frequency domain as:
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Cu (o)
T./PSD, () +/PSD, (o) 0

ECab (a)) =

where the power spectral dendr$0 (v) is defined as:

2
PSD —E‘Xj(w)‘
(@) =B —— (8)

whereT is the time interval encompassed by the Fourarstiorm, and indicates an
ensemble average, or an average of a set of dapalsots.

Equation 7 is basically the Pearson’s correlatiogfficient of the two time
series, which represents an attempt to “whiten”’rtbse spectrum and thus produce
cleaner peaks in the frequency domain. Before appligq. (7) one must be confident
that frequencies displaying a low power spectraisig represent physical acoustic
noise and not electronic noise or other artifaCte time derivative of the equalized

noise covariance (ECTD) then becomes

B o C,, () it

whereW(w) is a frequency weighting that acts as both a basglplter and a
windowing function.

A second method for removing the source spectruto mply strip away all
amplitude information by taking the sign of the éirseries. This ‘one-bit’ approach
has been used frequently in the past (Sabid, 2005a; Brooks and Gerstoft, 2009).

Thus if X3’ (t)=sgn(Xa(t)-<xa(t)>), and X'5(w)=F(x4(t)), then both the signed noise
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covarianceSGy(w) and signed noise covariance time derivative (SCETB) be
defined as simply Egs. (7) and (9) wiXfy(w) and X'y(w) substituting forXy(w) and
Xp(w).

The discrete time version of EEC(T;,NavgNiit), is defined in the frequency
domain as follows:

N avg

Z Cabyisin N oviap ()

N, @) = =

Navg 2 Navg
X a1 4 Nowe (a))‘ Z
i=0

EC,,(T,,N

avg?’

2

i=0

2
val +i* Novlap (a))‘

(10)

where X,,i and Xp; are the Fast Fourier Transforms (FFT) of the retbpe discrete
time seriex; andx, sampled afs Hz, beginning at time sampjeCap is simply the
discrete-time version of Eq. (5), evaluated stgrahtime samplg Each FFT useN;
samples to compute the transform. The time indexlicates an absolute timie, at
which the ensemble time-averaging begil&.,g indicates the number of data
snapshots averaged together to force the emergéribe TDGF estimate, andyyiap
indicates the number of samples overlapping betvgedrsequent data snapshots, as
per standard spectral density estimation methodgas found that the numerator and
denominator of Eq. (10) had to be averaged separtat@roduce a stable result. The
time period covered by the,,y data samples is assumed to be much smaller tiean th

shift in clock offset caused by clock drift. Thussequence of EC estimates can be
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obtained over long periods of time, indexed Ibyfhe discrete-time version of the
signed noise covarian@&C(TNaygNirt) has a similar form as Eq. (10).

Both the EC and SC are time-averages of the NCRluated atT,. For
sufficiently long averaging times, aspects of ti@GF should emerge in the EC and
SC, in accordance to Eq. (2). While the time dénes of the EC and SC (ECTD and
SCTD) should technically be used, we have fount lgractical difference between
using the ECTD vs. the inverse Fourier transformthef EC, and the rest of this
manuscript will focus on estimating EC and SC (Raixal, 2004). While both
metrics EC and SC were computed, EC performedrelteger or similarly than SC
(see EC-SC comparison in Figure 3-14), therefosellte shown in Section V will
mainly be based on EC calculations, as they ameseptative of SC results as well.

When considering the practicalities of computing &t SC, two additional
pre-processing steps were examined. First, the atngfapre-filtering the data (using
both a finite impulse response (FIR) and Buttertvdiiters) at different frequency
ranges was tested before computing the FFT, asasealking the complete bandwidth
of the raw unfiltered data. The latter method gatest the best overall results. Second,
an event detector was investigated which rejectdd damples that contained high
intensity transient sounds. The use of an everdgctiat yielded no improvement in
performance either, which was surprising considgtire number of boat transits and
whale calls present in the lagoon. Thus all contprta from this point forward

represent time averages of the raw data withoutatm®val of event detections.
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B. Estimation of the relative clock offsetzy and clock drift dzg/dt from
transient sources
The clock offsetrgbetween each pair of recorders was estimated twigiag
two methods; first, using the highly directionaliad field generated by the research
boat circling the instruments, and then by usingglterm averages of the ambient
noise field.
For the first approach the initial clock offsetisste was divided into two

parts:

To= T+ Tgc (11)

Here zre represents a crude time alignment using the crogglation of a
distinctive transient event, angc is a finer-resolution correction derived from reois
from a research boat circling the instrument pair.

Before applying Eqg. (11), the time series corresipognto a pair of recorders
were visually inspected and aligned to within Te.determinerg, a distinctive sound
(i.,e. a whale call or the impulsive sound of a beagine suddenly engaging or
disengaging) was identified in spectrograms of & p& hydrophones, and the
timeseries were cross-correlated via Eq. th)is defined as the lag time of the peak
of this cross-correlation. By applying the time seffrg such that the peak cross
correlation occurs at zero lag (Figure 7), we caargntee that the data are now time-
aligned to within +/c, whereL is the horizontal separation between the instrisnen

and c the waterborne sound speed. Stated anothersimae a physical signal will
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display a cross-correlation peak between lag&/fafto H./c, by setting the peak of the
cross-correlation at zero lag we ensure that the-8ynchronization is off by at most
L/c.

The fine-scale offset correctiofac in Eq. (11) relies on computing multiple
EC estimates over the duration of the boat evehgrnvthe acoustic field is dominated
by the highly directional engine and cavitationsgfrom the boat. The sequence of
EC(T1,Navg, Niit), €stimates are computed using the initial rougietalignmentrg, and
a small number (~4) dN.,y snapshots, and a large valueNy, selected such that
Ng>> 2 fd/c , which ensures that the peak in the cross-cadivek® would be
captured.

Figure 3-8 illustrates the procedure on two instnta separated by 10 m at
the PP location, a result discussed in more det&kction V.B. The figure displays a
stack of EC estimates obtained from two hydrophcegsrated by 10 m, during times
when the boat is circling the instruments, prodgcan 2-D image similar to the
schematic shown in Figure 3-1. Thus the absolate &ppears on the y-axis, and the
lag timet of the EC estimates appears on the x-axis. Asiseleigure 3-8, as the boat
circles the array, the peak of the EC follows ash&ped trajectory. Times at which
the trajectory reaches an extremum with respectitdicate when the boat is passing
endfire to the effective two-element array. Wheis thformation is combined with
onboard GPS records, the orientation of the arraytlee ocean floor can be
determined. The value afthat lies midway between these extremes identiigsand

the span ofr between the endfire maxima yields the elementraéipa via the
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relationshipz=2L/c. Figure 3-8 also shows that multiple peaks areblasin the EC
estimates; these represent various multipath dsrigatween the sensors, so when
estimatingL one must be cautious to choose the peaks assbuidtethe direct path,
which correspond to the S-shaped trajectories @edcwith the smallest absolute
value ofz.

To estimate the relative clock drifity/d; from boat data alone, the procedure
described above is repeated on additional boasitearecorded at least 12 hours later
(or earlier) from the initial estimate. Thus atde&éwo clock offsetsy(To) andzy(T1)
are computed during absolute timesand T; respectively. The difference in clock

offsetszo(T1)- 70(To) divided by the elapsed tim&(Ty) yieldsdzy/dt.

C. Estimation of relative clock offsetzy and clock drift dzy/dt from ambient

noise

To estimate clock drift from ambient noise, aniatittlock offset estimate
toderived from boat noise is selected. Then the Efctions are generated by
averaging 500 snapshots of data with 75% overlah, @ach snapshot using 82 ms of
data. Thus 40.96 s of data are used to generateEa@stimate. This same analysis
could also be performed with estimates of SC, E@FBCTD instead.

The clock drift is estimated from the ambient norséwvo stages. First, a value
of drg/dt is measured from the slope of drifting peaks gateer by a set of EC

estimates over a long-term window of data. Follgyihe clock drift correction, the
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peaks should show little change in their lag timghwime and the double-peak
structure becomes roughly vertically aligned [Feg@r1(b)].

Next, sets of EC functions are computed over a &9 wnndow, beginning
every hour until all hours of a data file have bpencessed. Monitoring the evolution
of the peak structure of the NCF, a 30 min timens&gf beginning at absolute time
Twin,1 IS Selected that shows the best fit to Eq. (49t th, over the particular 30 min
interval starting aflin sthe EC shows two strong peaks, separated by thecteg
value of2L/c. (As will be shown in the results, this structanay emerge only during
certain times of the day in this environment.) Atchang time window is then selected
beginning afTyin 2, 24 hours before or aftdx,, 1. All EC estimates from both 30 min
time windows are then averaged and summed to fasmgée NCF estimate, referred
to asNCFgta, and the peak amplitudgdry/d;) of NCFyta IS measured.

Now, small corrections to the originatlzy/dt approximation can be
investigated. Over an extended period of time é.day), a horizontal shift to the EC
window atTy, 2would be equivalent to applying a slightly largersmaller clock drift
to the instrument. This horizontal drift shift cesponds to a small adjustment to the
original approximation of clock drift. Thus the 30in window starting &tin2 IS
shifted along the x-axis, before summing it witk #stimate fronT, ;again, yielding
a new value ofA. This process is repeated until a local maximunAihas been
determined and from it, a more precise estimatergfit. The resolution of the clock
drift estimate can be inferred from how quickly &ceases as a function 6fjn,2

shift. Once the clock drift has been optimized, ¢loek offset can be fine-tuned until
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the peaks are symmetrical around zero lag, andelbment separatioh can be

derived as discussed in Section Il.

D. Using boat transits to estimate bottom array orierdtion
Boat noise can also be used to orient the horitantay’s deployment on the
ocean bottom, by transforming the time lag assediatith the primary peak in the EC
(equivalent to the time of arrival difference TOAD)to source bearings, and
comparing these localizations with known positiaerived from on-board GPS
records. An approximate formula fetr can be related to the sound speed in the

mediumc and horizontal separatidn

L
At = cos(¢)€ (12)

where L represents the spacing between receivers andnifle @ determines the
bearing to the source relative to the array’s eadfirection. The point at which the
boat crosses the array’s endfire bearing will yidld largest lag and the peak of the
cross-correlation function will be shifted from= 0 by a valuelr = |z4-7| Wherez, is
the arrival time to receivex andz, to receivelb. Conversely the peak will present no
lag and be centered at 0 if 7, andz, are identical, which occurs when the source is
directly broadside from the array.

However, two factors complicate the calculatioist: because the source
(boat) is on the surface, while the recorders lietbe ocean floor, if the boat

approaches too close to the sensors, the TOAD bes@rfunction of water depth,
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along with azimuth and element separation. Thub@dk transits used in the analysis
were required to be at least 100 m distant fronh Is@nsors in 20 m water. Second,

surface-reflected multipath must be recognizedrajetted if present.

V. RESULTS

A. Dates and times of data analyzed

The autonomous instruments recorded acoustic dataampling frequency of
12.5 kHz, so each raw data file of 3.35 Gb stor@ch® of data. The relative offset
oand drift dzg/dt within a single acoustic file were explored by lgmeng the file
created between February28id March ¥on all elements of the PP array.

First, in order to illustrate the acoustic envirants at LSI, three sample
spectrograms of raw acoustic data are shown inr€igtb. These were recorded at the
Southern Station (SS) between February? 28d March ¥, specifically between
06:27:05 and 23:03:30 on MarcH. TThe 30 s-long, nighttime spectrogram recorded at
23:03:00 [Figure 3-5(a)] demonstrates the evenimgd@gminance of biological
acoustic sources in this environment, like crodigtr, which dominate below 100 Hz,
and snapping shrimp sounds, seen between 1 kHz@mmo 4 kHz. These biological
sources are not as prevalent between 100 Hz arghlso®00 Hz. Figure 3-5(b)
presents an example of boat engine noise duringrcing event performed at
15:36:30 on March %, following the procedure described in SectionBlIFinally,

Figure 3-5(c) shows an example of gray whale tydec8lls recorded between
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06:27:05 and 06:27:50 on MarcH. Due to the strong propagation loss experienced in
this lagoon, boat circles at one array were noonded on the other array, 1.5 km
away. However, whale calls and distinctive impusengine sounds were found in the
recordings at both PP and SS and used to iniesiiynaterre (Eq.11).

Daily boat transits were aurally and visually dézelcin the datasets of both
array locations through the duration of this dd&a fFigure 3-4 shows the GPS tracks
of two circles performed by the research boat omckld™around PP [Figure 3-4(a)]
and SS [Figure 3-4(b)]. The research boat circlkedirad SS for four minutes, starting
at approximately 15:36:00 [Figures 3-4(b) and 3p(lBetween 15:40:00 and
15:44:00 the boat transited north in the directonard the PP location. At 15:46:00
it began the circling around PP, finishing at apprately 15:49:00 [Figure 3-4(b)].
These GPS boat tracks were used to estimate cléfsktousing the procedure
described in Section IV.B.

The following day (March ) yielded two boat-related events that were used
to estimate clock drift. At 10:39:00 the researdatomade a close approach by PP,
slowing down and stopping down for 3 min betweerd2®0 and 10:46:00, before
accelerating and departing the area. These datawged to estimate the relative clock
drift for units separated by 20 m (Figure 3-20) tha procedure detailed in Section
IV.B. Later in the day, at 13:20:00, a second Hcatsit signature was found in the
data and used to calculate the relative clock teftveen instruments separated by 10

m (Units 2 and 3) at PP (Figure 3-9). In geneftad 10:39:00 boat pass had more
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distinct engine start/stop characteristics, anavas used for the more difficult 20 m

time synchronization.

B. Estimation of clock offsetry and clock drift dzy/dt at PP (10 m separation)

Following the procedure detailed in Section IV.Be tlock offsety and clock
drift drg/dt at PP between Units 2 and 3 (10 m separation) wstienated both by
means of transient events (Figures 3-6 to 3-9)amdinuous ambient noise (Figures
3-10 to 3-18).

To estimatery, the time series were first visually aligned with8 s with
respect to each other using spectrograms, in ¢odguarantee an overlap in the cross-
correlation (Figure 3-6). A cross-correlation of 8@erages (FFT size of 2048 pts at
50% overlap) was performed on a 5 s-long data sawipboat-engine revving sound
occurring at 15:46:33 on Marcli.IThe data were first bandpass-filtered using @ FI
with a bandpass between 30-200 Hz. This crossiatioe produced peak output at a

lag of - 0.9315 s, for a total relative offsgt = 2.0685 s (Figure 3-7).
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Figure 3-6: Sample data from an engine start soundysed to initially time-align
two time series: (a) Raw data at Unit 2 at 15:46:38n March 1st; (b)
FIR filtered data (30-150 Hz) at Unit 2; (c) Raw d#a at Unit 3 at
15:46:36 on March 1st; (d) FIR filtered data (30-18 Hz) at Unit 3.
All spectrograms were computed using an FFT size ¢t048 points
and 50% overlap.
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st

Cross-correlation between two time seess in order to measure the
component tTE of clock offset t0: (a) Cross-correlgon of 5 s of data
between Units 2 and 3; (b) Cross-correlation of thesame data
points, after the introduction of a tTE of - 0.9315s.

To further refine this estimate, a set of EC funresi were derived using 10 min

of engine noise (Figure 3-8) originating from thaabcircle around PP at 15:44:00 on

March ' [Figure 3-4(a)]. Each EC estimate was generated) 3277 s of data (or 4

data snapshots with FFT size 1024 pts at 75% q@J)epaoducing the S-shaped

trajectory seen in Figure 3-8. Connecting this tlagg image with GPS track data
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from the boat, it is established that a negatie darresponds to the source being
located south of the array. Also, from this trapegta value of -0.0054 s was obtained
for zgc, for a total clock offsetzQ = zrg + 75¢c) of 2.0631 s between Units 2 and 3 at
15:46:33. Note the surface-reflected multipath blesiat the endfire points of the

trajectory at 15:47:30 and 15:49:00 (Figure 3-8).

15:44:00
15:45:00
15:46:00
15:47 00
15:48:00

15:49:00

Absolute time

16:50:00

165100

1546200

16:63:00

40 =30 =20 10 0 0 20 L] 40
Lag time (ms)

Figure 3-8: The time domain EC between two instrumets 10 m apart at PP
(Units 2 and 3), overlain with the time lags estimad from GPS
track localizations (red dots) of a boat circle onMarch 1st, 2010
between 15:44:00 and 15:53:00, using a clock drifff 0.27 s per day
and an initial offset of 2.0631 s.
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A second close-approach boat pass occurred 22 Hates and the EC
computation was performed again using 12 min o dérting at 13:20:00 on March
2"YFigure 3-9). On this occasion, the boat did natleithe autonomous instruments,
but simply navigated transited by the array, legvam acoustic signature between
13:23:30 and 13:26:30. The difference in clock et§sbetween those two boat events
produced a clock drift estimatiey/dt of 0.27 s per day.

Figures 3-10 to 3-18 show the derivation of clockftddzy/dt and the
verification of clock offset, from the lagoon's ambient noise. To estimate ctirdk,
long-term estimates of EC were computed per Eqwh@re each estimate used 40.96
s of data (or 500 averages of 1024 point FFTs,|lapped 75%).

Figure 3-10 shows the values of the EC in the @me frequency domain [per
Eq. (10)] computed without any clock drift correctj but with an initial offset of
2.0631 s at 15:46:33 (derived using the boat Jimker 5 hours between 15:46:00 and
20:46:00 on March®l The drift rate of the peaks in the correspondinge domain
EC [Figure 3-10(b)] is measured and used as a dipgtroximation of clock drift.
Figure 3-11 is a re-analysis of the same time peaes Figure 3-10, but using a
measured approximation of clock drift of 0.2834es day, taken from the slope of

Figure 3-10(b).
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Figure 3-9: The time domain EC between two instrumets 10 m apart at PP
(Units 2 and 3), overlain with the time lags estim&d from a GPS
track of a boat transit (red dots) on March 29 2010 between
13:20:00 and 13:32:00, using the same clock offsahd drift as in
Figure 3-8.
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Figure 3-10: Long-term estimation of NCF between Uits 2 and 3 at PP, between
15:46:00 and 20:46:00 on March %, 2010 using a clock offset of
2.0631 s and no clock drift: (a) Frequency-domain €; (b) Time-
domain EC as a function of lag time.
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Figure 3-11: Same as Fig. 3-10, but with the intraaction of a clock drift of 0.2834
s per day, measured from the drifting peaks of Fig.3-10. The
theoretical time lags corresponding to a 10 m sepation (6.7 ms)
are marked with vertical lines in (b).

Both Figures 3-10(a) and 3-11(a) display the EQreges [EqQ. (10)] in the
frequency domain, which provides insight into tmegfiency components that are
spatially coherent between the sensors, and the@fityibute to the coherent peaks in
the corresponding time-domain EC. A value of ECssantially different from O at a

given frequency indicates a significant degree pétisl correlation between the

Sensors.
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Spatial correlation generally decreases with freque as expected from
analytical models of noise covariance (Cron andri@he, 1962; Cox, 1973). A
“ripple” interference pattern is visible in the dugency structure of the NCF [Figure 3-
10(a)], and these ripples become vertical and gvephced in frequency once the
correct clock drift between time series has begulieg [Figure 3-11(a)]. Figure 3-
11(a) indicates that at 10 m separation, frequsnggeto 1400 Hz have a non-zero
spatial coherence, but the strongest componentiseofiming signal exist at 300 Hz
and below.

To investigate longer-term patterns in the evolutid the spatial correlation,
EC estimates are derived from 30 min-time windofaamustic data every hour over
continuous hours within a single raw data file wesgn 16:00 on March®land 04:30
on March 2% following procedures detailed in Section IV.C. Wig 3-12 stacks these
30 min-long estimates into a continuous time recdh® top subplot shows the
frequency-domain structure of the EC estimate, evthle bottom subplot shows the
time-domain. From the relationsh#h/c and assuming a sound speed of 1500 m/s, a
separatiorl. of 10 m should yield theoretical twin peaks at.z gs in Figure 3-12(b),
lag times that are indicated as white, verticakbar

Three interesting features arise from the long-teotmerence plots in Figure 3-
12. First, the frequency coherence plot in FiguE2@) shows a strong change in the
ambient noise structure in the lagoon between 18@€al sunset) and midnight.
During this time the noise field between 50 and B&Obecomes strongly correlated,

which corresponds with a highly directional noiseiree associated with peaks at lag
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time of -5 ms in Figure 3-12(b). The direction bktnoise is 48.6° relative to the

endfire direction (Eg. 12), and given that the tilag is negative, the source is known

to come from the lower (southern) portion of thgoan.
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Figure 3-12: Long-term evolution of 30 min estimate per hour for (a)

Frequency-domain EC and (b) Time-domain EC, computg at Units
2 and 3 at PP, between 16:00:00 on March’'land 04:00 on March
3. Clock offset and clock drift parameters are the ame as in Fig.
3-11. The theoretical time lags corresponding to &0 m separation
(6.7 ms) are marked with vertical lines in (b).
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A second interesting feature of Figure 3-12(a)hiat tduring daylight hours,
transient events (presumably boats and whales) rgenenumerous spikes in
coherence between 400 and 1000 Hz as highly direadti transient signals dominate
the recordings for a few minutes at a time. Inddsath the frequency and time
domain plots of Figure 3-12 provide indicationssath events.

Finally, the time-domain plot in Figure 3-12(b) si evidence of surface
reflected multipath arrivals outside the centrab¥ ms region of the plot. These
multipath peaks oscillate in lag time as 12 howley, corresponding to tidal changes
in the lagoon, which change the local water depththaus the relative arrival times of
surface-reflected multipath.

Figure 3-13 presents a similar representation gtifel 3-12, except that here
the cross-coherence of the sign of the equalizagen(5C) is shown, both in the
frequency and the time domains. All of the featulissussed in Figures 3-12(a) and
3-12(b) are still visible, and the time domain 3©ws the double-peaked structure of

EqQ. (2) much more cleanly.
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Figure 3-12: Same as Fig. 3-12, but for (a) frequey-domain SC and (b) time
domain SC.
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Figures3-14 and 3-15(a) plot the EC and SC in blo¢hfrequency and time
domains for one particular 30 min time-window, lmeging atT,in,1 of 04:00 on March
2" This time period was specifically selected beeaus dominant directional noise
source exists. A similar pattern arises 24 hrg [&igure 3-15(b)], and it is possible to
estimate the clock drift using the technique déscdiin Section IV.C. In this figure
the initial ambient noise clock drift estimate 02834 s per day has been employed, as
well as the clock offset of 2.0631 s derived frdma boat events. Figure 3-15(c) shows
an estimate oNCRgy, Which displays two clear peaks close to the tguipredicted
by EqQ. (4), that correspond to a 10 m array spagmayked by blue lines). Note that
the lag between the two peaks in Figure 3-15(cjesponds to a 9.11 m spacing
instead of exactly 10 m. This result is not surpgsin that the deployment may not

be a straight line on the lagoon floor.
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Figure 3-14: 30 min computations of (a) frequency-dmain EC; (b) time-domain
EC; (c) frequency-domain SC; (d) and time-domain SC All figures
haveTin 1 0f 04:00 on March 29, Each horizontal line in the images
is generated by averaging 500 snapshots (0.0819%s8d) of data at
75% overlap, using a total of 40.96 s of data foraeh horizontal line.
The theoretical time lags corresponding to a 10 meparation (+6.7
ms) are marked with vertical lines in (b) and (d).
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Figure 3-15: 30 min EC computations in the time-dorain as a function of time
and correlation lag, using computation parametersdentical to Fig.
3-14: (a)at a selectedyinz of 04:00 on March 2% (b)at a selected
Tuin2 Of 04:00 on March 3%; (c) NCFw function resulting from the
vertical sum of (a) and (b).The theoretical time Igs corresponding
to a 10 m separation£6.7 ms) are marked with vertical lines in (c).

In order to fine-tune the clock drift estimatg/dt, the summation of two 30-
min EC estimates is repeated, while slightly shitithe second EC estimate

horizontally in time delay, as described in SectigrC. Figure 3-16 plots the peak

valueA of the resultingNCFys functions as a function of drift shift, where aftdshift
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of ‘0’ on the x-axis represents the 0.2834 s pgralack drift originally obtained from
the slope of a 5 hr long NCF estimate. The funcAoreaches a maximum at a drift
shift of 0 ms per day; therefore, both ambient @eesults (the 5 hr long computation
and the summation of two 30 min NCF estimates) agrigh each other. That clock
drift result is 13.4 ms per day off from the baainsit clock drift estimate (Table 3-1).
The secondary peaks at £13 ms per day arise frmgmirad) the peak from the positive
lag with the peak from the negative lag.

In principle the clock drift (but not clock offsefan be estimated from
situations where Eq. (4) is not a good fit to tlaad a situation that arises at 20:00
[Figures 3-17 and 3-18]. At this time of the nigive believe croaker fish chorusing
dominates the acoustic environment and is prefeagntistributed towards deeper
waters of the lower lagoon. Therefore, the peaktioos do not match the predictions
of Eqg. (4), as seen in Figure 3-17(c). Howevershynming across two 30-min EC
estimates computed 24 hrs apart (at 20:00 on Ma¥cand 2% and measuring the
maximum value oNCRg as a function of drift estimate (Figure 3-18), thaial
estimate of clock drift from ambient noise onceiagayrees with the long-term NCF
slope estimate (Table 3-1). This result indicalbed the azimuthal distribution of vocal
croaker fish has remained stable over 24 hours.edew in general, using directional
distributions of biological noise to time-align semns in this fashion seems a risky

proposition.
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Figure 3-16: Peak amplitudeA(dzy/dt) of NCFya functions computed using EC
estimates at 04:00 on March # and 39, as a function of drift shift
in ms per day. A drift shift of O represents a 0.284 s per day drift
estimated from boat transit data.
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Figure 3-18: Same as Figure 3-16 but using EC estates at 20:00 on March 1st
and 2nd.
C. Estimation of clock offsetry and clock drift dzg/dt at PP (20 m separation)
Figures 3-19 through 3-27 present results simraiormat to those presented
in the previous section, but applied to the casevofsensors 20 m apart at the Punta

Piedra location. Figures 3-19 and 3-20 show theltesf using boat transits to
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estimate clock offsety and clock driftdzg/dt, whereas Figures 3-21 through 3-27

depict the computations exploiting the backgroumdbi@nt noise.
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Figure 3-19: The time domain EC between two instrurants 20 m apart at PP
(Units 2 and 1), overlain with time delays estimatefrom GPS track
of boat circle (yellow dots) on March 1st, 2010 beteen 15:42:00 and
15:52:00, assuming a clock drift of 0.70 s per dagnd an offset of
5.74143 s. The EC is generated by averaging 4 ssapts (0.0819 s
long) of data at 75% overlap for each estimate.
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Initially, the time series of Unit 2 was manualljgaed by 1 s with respect to
Unit 1. Computing the cross-correlation of a transievent producede of 0.2235 s
between the two sensors, and the boat circlingasiga from March % at 15:42:00
(Figure 3-19) yielded &c of 0.0176 s, for a total clock offsgtof 1.2411 s on March
1% at 15:46:33. On March"2 between 10:39:00 and 10:51:00, the research boat
transited by PP, cutting the engine and driftingthe vicinity for a period of 3
minutes, approximately between 15:43:30 and 15@1§Egure 3-20). This second
event, 19 hrs after the March' tircle, was used to estimate a clock ddt/dt of
-0.43 s per day.

The initial clock drift estimate between Units 1dah was estimated from the
lagoon’s ambient noise in the same fashion as ai@eV.B., by computing a 5 hour-
long set of EC estimates using 40.96 seconds af gt estimate (or 500 averages of
1024 point FFTs, overlapped 75%). The results showigure 3-21 use the clock
offset value previously derived from boat noigedf 1.2411 s). By measuring the rate
of the drifting peaks in Figure 3-21, a relativeald drift of -0.4294 s per day was

established.
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Figure 3-20: The time domain EC between two instrurants 20 m apart at PP
(Units 2 and 1), overlaid with time delays estimat from the GPS
track of a boat transit (red dots) on March 2nd, 200 between
10:39:00 and 10:51:00. The same clock offset andck drift is used
as in Figure 3-19. The EC is generated by averagi4 snapshots
(0.0819 s long) of data at 75% overlap for each @state.
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Figure 3-21: Long-term estimation of NCF between Uits 2 and 1 at PP, between
15:46:00 and 20:46:00 on March 1st, 2010 using aock offset of
2.0631 s and no clock drift: (a) frequency-domain €; (b) time-
domain EC as a function of lag time.
Using identical snapshots of data, 30 min-longestes of EC were computed
for each hour through the complete duration ofréhe data file. Figure 3-22 stacks
them into a long-term record in the frequency domaihile Figure 3-23 shows the

associated time-domain representation. From thegisekhip2L/c and an assumed

sound speed of 1500 m/s, a predicted separatlonf 20 m produces theoretical twin
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peaks at + 13.4 ms, which are indicated in the fofiwhite, vertical bars in Figure 3-

23.
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Figure 3-22: Long-term frequency-domain EC composedf 30 min estimates per
hour over 37 hours, computed at Units 2 and 1 at RPbetween
16:00:00 on March 1st and 04:00 on March 3rd. TheEC is
generated using a clock offset0 of 1.2411 s and clock drift of -
0.4294 s per day.

From the long-term coherence plot (Figure 3-22)sitevident that only

frequencies up to about 500 Hz are now contributindpe formation of a double peak
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structure in the NCF (vs. 1.4 kHz at 10 m sepanati8till, as was the case at 10 m
separation, the greatest contributions seem te &osn frequencies below 250 Hz.

Diel variability is present again in the ambientsaotemporal structure of the
lagoon, with the noise field coherence becomingeeisly strengthened between
18:00 (local sunset) and midnight in the 50 to 280range (Figure 3-22). These
evening bouts of directional activity are assodatdth peaks at a lag of -10 s in
Figure 3-23, which represent a source co-locatethetsame 48.6° angle from the
array’s endfire direction towards the southern iparbf the lagoon, as was observed
in Section V.B. As was the case at 10 m separatjaitk spikes of coherence from
directional, transient sources are visible in Feg®22, especially during daylight
hours, likely related to boat activity. Figure 23adisplays the same 12-hr cyclical
fluctuations as Figure 3-12, indicating the effefttides in the multipath arrival
structure.

Figure 3-24 plots two examples of 30 min computetiof EC at 04:00 on
March 2 [Figure 3-24(a)] and March3[Figure 3-24(b)], the time periods with the
cleanest relationship to Eq. (4). Figure 3-24(sptiys the resultinhCFRgt function.
While the peaks are less evident than at 10 m agpay two peaks that define the
endfire noise contributions are clearly visible.eThime lag between the peaks
indicates that in reality, the relative separatimiween the two instruments on the

ocean floor is 17 m, instead of the 20 m distaneasured on the rope.
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Figure 3-24: 30 min-long EC computations in the tire-domain as a function of
absolute time and correlation lag, generated by avaging 500
snapshots (0.0819 s long) of data at 75% overlamrfa total of 40.96
s of data for each estimate: (a)at a selectéd,in 1 of 04:00 on March
2"% (b)at a selectedTin 2 of 04:00 on March 3°; (c) NCF function
resulting from the vertical sum of (a) and (b) acrss lags, over time.
The theoretical time lags corresponding to a 20 meparation (+13.4
ms) are marked with vertical lines in (c).

Due to the noisy structure of the NCF, the peakldnge functionA(dry/dt)
(Figure 3-25) fluctuates greatly, and the maximsmat as obvious as in the previous

10 m case. Two candidate peaks are present at @emday and at 4 ms per day,
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signifying that the optimal clock driftizg/dt could lie between the estimated -0.4294
and -0.4290 s per day (Table 3-1). The peak visable€l8.6 ms per day arises when
aligning the negative peak in Figure 3-24(a) with positive peak in Figure 3-24(b);

therefore that peak can be ignored as a real doftkcandidate.

18}

Peak function &

D.E ! |

-0 -30 20 -10 o 10 20 30 40
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Figure 3-25: Same format as Fig. 3-16, but deriveftom instruments separated
by 20 m.
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If the fine-scale drift estimation is applied to teme period when the
background noise is highly directional, for exampte00 (Figure 3-26), the peak
function A does peak at a drift shift of zero, indicatingtttize relative clock drift
estimated from the drift rate of the long-term NiGEonsistent with the drift estimate
extracted from the summation of two short (30 nit® computations. This value is
different by only 0.6 ms per day from the estimaseng motorboat events (Figure 3-

27).
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Figure 3-26: Same format as Fig. 3-24, but with diérent time periods used: (a) at
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D. Summary of results

Table 3-1: Comparison of time-synchronization resu$ for elements at 10 m and
20 m separation using two methods: a controlled soce (boat noise)
or diffuse ambient noise.

10 m 20 m
separation separation
Using Clock offset () 2.0631 s 1.2411 s
Boat Event Clock drift ( dzy/dt) 0.27 s/day -0.43 s/day
Clock offset () 2.0631s 1.2411s
Using Clock drift ( dzy/dt) 0.2834 s/day -0.4294 s/day
Ambient Peak A(dzy/dt)(diffuse) 0 s/day 0-0.0004 s/day
Noise Peak 0 s/day 0 s/day
A(dzy/dt)(directional)
Difference in
clock drift Adzy/dt 13.4 ms/day 6 — 2 ms/day
between boat and
ambient noise

VI.  DISCUSSION

A. Ambient noise structure in Laguna San Ignacio
The data spectrograms suggest that at nighttimledial sources dominate
the acoustic landscape in LSI (Figure 3-5). Thisembation agrees with conclusions
obtained 25 years ago at the same site (DalheirB4)19A particular cluster of
directional acoustic sources, located at 48.6%iwedo the array’s endfire direction,
towards the southern (ocean-facing) end of thedagwas found to become active for
a period of approximately six hours, starting ats®i. Such chorusing activity seems

to be present on a diel cycle over two consecudaas. The repetitive nature of this
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noise pattern and its spatial consistency, alorl thie fact that all boat activity on the
lagoon ceases at sunset, suggests a nhon-humaogibadlorigin, presumably croaker
fish. It is known that croaker fish exhibit chomgi behaviors around the early
evening, which could explain the strong spatialezehce around those times of the
day (D'Spain, 2006) (Figures 3-12 and 3-22). It wamaker chorusing that provided
an azimuthally-uniform source for TDGF estimates nmuch previous work on
underwater ambient noise TDGF inversion (Sabra,5200nfortunately, whereas
croaker data yielded excellent TDGF estimates ifiezastudies, in the data set
discussed here the high directionality of this ¢praed) croaker chorusing destroys
the expected two-peak structure. These time peacglshus rendered unusable for the
estimation of TDGF, clock offset or element spaci@though Figures 3-18 and 3-27
demonstrate that the relative clock drift can stlestimated.

A long-term inspection of ambient noise spatial er@imce shows transient
spikes (Figure 3-12 and 3-22) that match times wineswvy boat traffic is present in
the lagoon, between 10:00 and 16:00. Though nobasnon, such spikes sometimes
occur at night and could be related to quick baftavhales vocalizing in close
proximity to the array. Mapping the frequency-domapatial coherence over longer
time scales could provide a convenient way to obtasights about nocturnal patterns
in gray whale vocal activity.

Due to the large changes in the ambient noisetstieithat occur throughout
the day, it is not surprising that the quality bé tdouble-peak structure predicted by

Eq. (4) changes throughout the day as well. It eapirically determined that the
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period between 01:00 and 05:00 yielded the best A B&imate. Over the duration of
one single data file (40 hrs) this trend was regebatver two consecutive days.
Longer-term inspections of this data set couldrbestigated further to determine if
this cyclical pattern holds over periods of mukiplays or weeks. In addition, the
spatial distribution of the directional sourcesofgr of croaker fish) could also be
monitored over longer times to determine whether divectionality shifts over the
course of a month.

However, even at times that yield the best TDGkede (Figures 3-15 and 3-
24), the true element spacing does not perfectlgimikie measured distance along the
array rope, which indicates that despite effortkeéep the horizontal deployment line

perfectly straight, the combination of strong tiéesl currents distort the rope.

B. Comparison between 10 m and 20 m element separation

The sharpness of the TDGF direct-path peaks iflNtBE is determined by the
frequency bandwidth contributing to the spatiale@mce, which can be seen in detail
in the frequency domain EC plots (Figures 3-12 8nA2R2). At 10 m separation,
frequencies up to 1400 Hz present some degreeheirence (Figures 3-11, 3-12, 3-13
and 3-14) whereas at 20 m separation, the cohersrady evident up to about 500
Hz (Figure 3-22). The bandwidth loss between 5000144z that occurs when
extending the separation from 10 m to 20 m high$igihe large transmission loss

encountered in this complex shallow water enviromme
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Even with this high-frequency loss the distinctdeuble-peak structure can
still be detected in the time-domain EC imagesesponding to both 10 m and 20 m
configurations (Figures 3-12, 3-13 and 3-23), scstmaf the information to create
them must stem from the lower frequencies. Theenspectrum between 20-250 Hz
in particular presents the strongest spatial cotoeret almost all times of day. Wind
driven ambient noise is likely a dominant mechananthose frequencies during the
daytime, although diel biological sources can datanfor several hours during the
night. Frequencies above 500 Hz contribute litlgasolving the timing peaks; thus
higher-frequency sources like snapping shrimp atetime main driver of the spatial

coherence.

C. Comparison between transient source and ambient n&¢ synchronization

Extracting a TDGF estimate from two different tyésound sources requires
appropriate averaging timescales. When utilizindiractional, transient event like
circling boats, a small number of snapshots of ¢far) were found to be ideal for
capturing quick changes in the source-receiver.patdnversely, using the lagoon’s
ambient noise requires about 100 times more avagagmapshots (500) to build a
strong enough coherence from which double peak&eaxtracted.

A two-step approach to computing the clock offsetrf boat noise (manual
alignment of time series, followed by cross cotiela of transient and NCF of boat
events) was successful at both 10 m and 20 m depardhis clock offset estimate

was used as an initial basis for the long-term agatpns of ambient noise time
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synchronization. Therefore, it could be argued thatambient noise timing estimates
are not truly independent of the boat-derived estils However, the ambient noise
techniques would have still been possible withaubrpknowledge of clock offset,
since a sufficiently larg&s window was applied to allow detection of a horitadn
shift in the peak structure of up to4c. After applying the clock offset estimate from
the boat data to the ambient noise computations,funther corrections were
necessary, hence noise from boat circles also mextean adequate source for
estimating clock offset and the clock drift betwelea sensors was close to linear with
time.

Clock drift estimates computed via long-term ambi@oeise calculations
produced approximations that were only 13.4 msdagr and 0.6 ms per day (at 10
and 20 m, respectively) off from those derived gsiwo boat events more than 12
hours apart (Table 3-1).

In the case of 10 m separation, the ambient ndasek drift estimation from
the long-term slope of the double peaks produce@stimate of 0.2835 s per day,
which is 13.4 ms per day off from the boat noisé éstimate (0.27 s per day). This
result was consistent with an even longer-term omeasent that found a zero drift
shift in the pealA function, whether diffuse ambient noise (Figurg @6directional
noise (Figure 3-18) was used (Table 3-1). At 20epasation, the clock drift estimates
from boat noise and long-term ambient noise areopf0.6 ms per day. It was more
difficult to distinguish the exact peak in tiefunction using diffuse ambient noise

(Figure 3-25), therefore only defining a range lestwtwo candidate peaks (0 to 4 ms
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per day) was possible (Table 3-1). However takidgaatage of a directional noise
source that remains spatially fixed over the coofdgvo days (Figure 3-27), the clock
drift between the two 20 m-separated sensors wasrsiio match the 5 hr NCF

prediction and was consistent with the boat-derestitnates.

VIl.  CONCLUSION

Ambient noise in Laguna San Ignacio, Baja Califaymexico, was recorded
for 30 days in 2010 in 8-12 m deep water. The spkaontent of and source
mechanisms behind the ambient noise at this latatoain consistent with those
reported 25 years previously by Dahlhestral

Autonomous elements of a horizontal array, withmaets separated by 10 m
and 20 m, were synchronized to within 4 ms per dejmg standard methods (a
directional boat noise source) and more recentencisss-correlation methods. The
standard method exploited a controlled acousticcgoat known locations, in this case
a boat outfitted with GPS circling around the aredya radius of about 100 m. The
second method exploited the lagoon’s ambient ntsereate a noise correlation
function (NCF), from which a double-peak structeen be extracted. From Eq. (4)
and plots like Figure 15, the element spacingiahdiock offset, and clock drift were
determined. The NCF was processed several diffesays, by pre-whitening the
noise spectrum, calculating its derivative withpesst to time and retaining the sign of

the raw time series only. The equalized noise c¢anae EC,,(w) and its signed
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counterpartSGy(w) were selected as the best overall tools for raspha clear
double-peak structure at array separations of atées of meters. Clock offsets and
drifts measured via these two methods are consistiéim predictions produced from

transient boat sounds.

VIII. ACKNOWLEDGEMENTS

Chapter 3, in part is currently being preparedsidomission for publication of
the material. Guerra, Melania; Thode, Aaron M. Thssertation author was the
primary investigator and author of this material.

This work was supported by the Laguna San Ignaaosistem Science
Project (LSIESP) and The Ocean Foundation. We wasthank Steven Swartz and
Jorge Urban for incorporating this acoustic redeanto the work permits issued to
the LSIESP. We are thankful to Rob Glatts for tasistance preparing the hardware
in the lab. Delphine Mathias (SIO/UCSD), Diana Ro{t/CSD), Dawn Grebner
(SIO/UCSD) and Anaid Urban (UNAM) assisted with tirddwork. We would also
like to thank Stephanie Fried and Shane Walker St advice on processing
ambient noise cross-correlation data. We are graieimy Ph.D. committee members
William Kuperman, Ann E. Bowles, Jay Barlow, TruoNguyen and Sarah Mesnick
for valuable and thoughtful comments on the manpiscfhe authors would like to
thank the boat drivers and all personnel at Kuyifoaturismo in Laguna San Ignacio

for providing accommodations during the fieldwoids, their generous help lending us



138

anchors and for their skilled boat services thktwad for this data collection to take

place.

IX. REFERENCES

Au, W. W. L., and Banks, K.1098. "The acoustics of the snapping shrimp
(Synalpheus parneomerig) Kaneohe Bay," J Acoust Soc A03 41-47.

Brooks, L. A., and Gerstoft, P2Q09. "Green's function approximation from cross-
correlations of 20-100 Hz noise during a tropidalr®,” J Acoust Soc Am
125 723-734.

Cato, D. H. 1998. "Simple methods of estimating source levels &whtions of
marine animal sounds," J Acoust Soc A6#, 1667-1678.

Clark, C. W., Ellison, W. T., Southall, B. L., HatcL., Van Parijs, S. M., Frankel A.,
and Ponirakis, D.2009. "Acoustic masking in marine ecosystems: intumsio
analysis, and implication," Marine Ecology Progr8ssies395, 201-222.

Cox, H. @973. "Spatial correlation in arbitrary noise fieldsithv application to
ambient sea noise," J Acoust Soc Af) 1289-1301.

Cron, B. F., and Sherman, C. H.962. "Spatial-correlation functions for various
noise models," J Acoust Soc A3d, 1732-1736.

D'Spain, G. L., and Batchelor, H. H2006. "Observations of biological choruses in
the Southern California Bight: A chorus at mid fueqcies," J Acoust Soc Am
120, 1942-1955.

Dahlheim, M. E., Fisher, H. D., and Schempp, J(1B84). Sound production by the



139

gray whale and ambient noise levels in Laguna S$gradio, Baja California
Sur, MexicoIn: Jones, M.L., Swartz, S.L. and Leatherwoode8is),The gray
whale (Eschrichtius robustug) 511-541. Academic Press, Orlando, FL, 600p.

Fried, S. E., Kuperman, W. A., Sabra, K. G., andRd>. Q008. "Extracting the
local Green's function on a horizontal array fromb&nt ocean noise," J
Acoust Soc Anil24, 183-188.

Greene, C. R.1087. "Characteristics of oil industry dredge andlohg sounds in the
Beaufort Sea," J Acoust Soc A2, 1315-1324.

Greene, C. R., McLennan, M. W., Norman, R. G., Mc8ld, T. L., Jakubczak, R. S.,
and Richardson, W. J2Q04. "Directional frequency and recording (DIFAR)
sensors in seafloor recorders to locate callinghsad whales during their fall
migration," J Acoust Soc Arhl6 799-813.

Hodgkiss, W. S., Gerstoft, P., and Murray, J200@. "Array shape estimation from
sources of opportunity,” Oceans 2003 MTS/IEEE: Bmeeng the
Past...Teaming toward the Future, 582-585.

Jones, M. L., Swartz, S. L., and Leatherwood,1884. The gray whale (Eschrichtius
robustus) Academic Press, London, i-xxiv, 1-600.

Knudsen, V. O., Alford, R. S., and Emling, J. \W948. "Underwater ambient noise,"
Journal of Marine Resear@h410-429.

Lobkis, O. I., and Weaver, R. [2Q01). "On the emergence of the Green's function
in the correlations of a diffuse field," J AcoustcSAm 110, 3011-3017.

Nosal, E. M., and Frazer, L. N2@07). "Modified pairwise spectrogram processing
for localization of unknown broadband sources,"BEEE Ocean. En@2,
721-728.

Roux, P., Kuperman, W. A., and Grp, I12004. "Extracting coherent wave fronts



140

from acoustic ambient noise in the ocean," J Ac&ast Am116, 1995-2003.

Roux, P., Sabra, K. G., Kuperman, W. A., and R&ux2005. "Ambient noise
cross correlation in free space: Theoretical apgrdal Acoust Soc Ari17,
79-84.

Sabra, K. G., Roux, P., and Kuperman, W.20053. "Arrival-time structure of the
time-averaged ambient noise cross-correlation fandh an oceanic
waveguide," J Acoust Soc Afrl7, 164-174.

Sabra, K. G., Roux, P., and Kuperman, W.20050. "Emergence rate of the time
domain Green's function from the ambient noisessgasrelation function,"
J Acoust Soc Ani18 3524-3531.

Sabra, K. G., Roux, P., Thode, A. M., D'Spain, G.Hodgkiss, W. S., and
Kuperman, W. A. Z0059. "Using ocean ambient noise for array self-
localization and self-synchronization," IEEE J. @teEng30, 338-347.

Shapiro, N. M., and Campillo, M2004. "Emergence of broadband Rayleigh waves
from correlations of the ambient seismic noise,b0fd®/sical Research
Letters31, LO7614.

Sonntag, R., Ellison, W. T., Clark, C. W., Corldt,R., and Krogman, B. D1086.
"A description of a tracking algorithm and its apption to bowhead whale
acoustic location data collected during the sprimgration near Point Barrow,
Alaska 1984-85," International Whaling CommissionepBrt of the
Commissior36, 299-310.

Thode, A. M., D'Spain, G. L., and Kuperman, W. A£0Q0. "Matched-field
processing, geoacoustic inversion, and source tsigheecovery of blue whale
vocalizations," J Acoust Soc A&7, 1286-1300.

Thode, A. M., Gerstoft, P., Burgess, W. C., Sakra;., Guerra, M., Stokes, M. D.,
Noad, M., and Cato, D. H2006. "A portable matched-field processing
system using passive acoustic time synchroniz8tl&kEE J. Ocean. Eng.



141

31, 696-710.

Tiemann, C. O., and Porter, M. R003. "Automated model-based localization of
sperm whale clicks," Oceans 2003 MTS/IEEE: Cel@bhgathe Past...Teaming
toward the Future, 821-827.

Urban R, J., Rojas-Bracho, L., Perez-Cortes, Hm&oGallardo, A., Swartz, S. L.,
Ludwig, S., and Brownell, R. L., Jr2Q03. "A review of gray whales
(Eschrichtius robustyson their wintering grounds in Mexican waters,"tdal
of Cetacean Research and Managerbe#81-295.

Weaver, R. L., and Lobkis, O. RQ04. "Diffuse fields in open systems and the
emergence of the Green's function,” J Acoust SoclA2731-2734.

Wiggins, S. 2003. "Autonomous acoustic recording packages (AR&sloing-term
monitoring of whale sounds,” Marine Technology bciJournaB7, 13-22.

Winant, C. D., and de Velasco, G. @003. "Tidal dynamics and residual
circulation in a well-mixed inverse estuary,” Jalraf Physical Oceanography
33, 1365-1379.



CHAPTER 4:

Summary of the Dissertation

142



143

.  SUMMARY OF THE DISSERTATION

This dissertation has presented additional insitghtee growing body of work
concerning how ambient noise (including its antlggmic components) influences
marine mammal passive acoustic monitoring (PAM)ec#rally, Chapter 2 of this
dissertation investigated the impact of seismiguairsurveys on the diffuse ambient
noise spectrum in shallow Arctic waters, which umnt impacts the effectiveness of
PAM efforts. Chapter 3 examined how certain feawetthe diffuse ambient noise
background could be exploited as a time-synchraoivizgool for PAM technologies.

With those final goals in mind, both shallow-wated sites studied in this
thesis involved the seasonal presence of largepgrgs of baleen whales, along with
human activities that also produce sound. Theser@mbgenic sources contribute to,
and occasionally even dominate, the local undemeteustic scene. Although the
temporal, spatial and spectral features of the amtbnoise background differ
significantly between the Alaskan North Slope anel Baja peninsula, this work has
demonstrated that acoustic noise can be, colldgspkaking, “both a blessing and a
curse,” to marine mammal PAM research: on the @me hambient noise can obscure
the ability to effectively apply PAM methods as #igation tool (Chapter 2). On the
other hand, even diffuse ambient noise embedsnrEbon that provides a convenient
way to time-synchronize lighter and cheaper inddpah recorders into array form,

potentially expanding the capabilities of reliaBlaM systems (Chapter 3).
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These conclusions still overlook many aspects abopact of anthropogenic
noise on the animals’ acoustic ecology, which, taded initially, constitutes the
ultimate motivation for much marine mammal PAM i@sh. Nevertheless, with these
results as a starting point, this chapter examinegotential repercussions, as well as

recommends complementary directions for future work

I. IMPLICATIONS OF DISSERTATION RESULTS

In light of the findings from the previous two chers, | here derive their
potential implications to how PAM research is coctdd, how the resulting PAM
science is interpreted, and how regulatory poliaiesimplemented for mitigation.

Using the methodology developed in Chapter 2, itaw possible to establish
the quantified contribution of reverberation argsiinom industrial impulsive sources
to the overall underwater ambient noise budgets Mork fills in the gap from
previous research that had evaluated this quekiracontinuous sources (Hatehal,
2008). The results presented here have alreadyedheipise awareness in the
bioacoustics community about the important roleerberation can play when
developing and standardizing noise level metrics ifopulsive noise. Moreover,
Chapter 2 raises questions regarding the efficdcfPAM to adequately monitor
vocally-active marine mammals in close ranges seiamic source vessel. Given the
large budgets that oil and gas companies dediaatesmaining compliant with
federally-imposed marine mammal mitigation pradi¢é@/eir and Dolman, 2007), the

design of PAM survey protocols should incorporaiasiderations about the potential
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impact from reverberation at various ranges fromgburce. In general, this evidence
reinforces the notion that PAM data should be g@ainly as a conservative estimate
of incidental takes from sound exposure, not asnglasive assessment.

This reverberation work did not directly explore aththe associated
repercussion of reduced communication space wailohithe acoustic ecology of the
surrounding marine life (Clarkt al, 2009). However, if PAM recorders were to be
considered a proxy for sound exposure to indiviciraials, the great temporal and
spatial variability in metrics like the minimum kv metric (MLM) and the
reverberation metric (RM) contribute to mountingdewce (Ellisoret al.,2012) that
rebuffs the current regulatory strategy of utilgia single, maximum value as a
reliable assessment of potential long-term impa€tdés supplementary proof also
supports the recent shift towards more comprehensnd context-based evaluation
frameworks such as in Ellisat. al.(2012).

Even as the interpretation of acoustic data becomese challenging, the
actual deployment of these systems may becomeeagser. As stated in Chapter 3,
arrays built out of autonomous acoustic recordeesent many advantages over the
traditional, bulky, cabled kind, for example: reddccost, freedom of configuration
and more manageable deployments. The time-syncdatom technique presented
here may make arrays of independent acoustic sensore attractive to researchers
in the marine bioacoustics community wanting to kvowith variable array
configurations, facilitating and potentially expamgl the use of such PAM systems.

This surge in access to cheaper acoustic instriatientmay especially benefit small
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and relatively new acoustic monitoring project&€liLSIESP), which likely rely on
limited resources and cannot finance large vedeaieploy substantial cabling. This
promising technology could also boost interestadoustic monitoring at universities
and research institutions in developing countridee (UABCS), driving them to
establish local acoustic monitoring efforts, whetedents could apply their practical

research skills, while experiencing a more integgtacientific education.

. RECOMMENDATIONS FOR FUTURE WORK

Given economic pressures world-wide, the two indestthat drive the
shallow-water acoustic sources described her@nailgas exploration (Chapter 2) and
whale-watching tourism (Chapter 3), will certairdply increase in the forthcoming
decades (Heitmeyet al, 2003). Thus the work begun here will undoubtexigtinue
into the future. Based on my hands-on experiencéhénfield, and the analytical
methodologies | developed in Chapters 2 and 3ferdhe following suggestions for
improving and implementing future research on liofics.

Since the acoustic monitoring effort that produtieel Beaufort Sea data used
in Chapter 2 has been ongoing since 2006 (Irelaad 2009), it would be interesting
to extend the reverberation analysis to the opetemseasons of other years before
and after 2008, in order to evaluate true long-teéremds of the Arctic acoustic
environment and the lasting effects of the seissucvey contribution on it. In
particular, it would be telling to test the lineagression model correlating wind speed

and noise levels (in the form of the MLM) on a yedth little-to-no local seismic
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survey presence, when the acoustic scene was s td@re-industrial conditions as
possible, providing a continuous, multi-week recarfl the naturally-occurring
background noise levels during summer months. @ample, the summer of 2011
was a season of little local seismic activity ore tAlaskan North Slope, and
preliminary results indicate that it was possilbbedetect faint signatures of very
distant seismic shots to the north-west of the BeawSea [Thodeet al., in prep.]).
Validating the correlation between wind speed aontenin the absence of seismic
sources nearby would reinforce the conclusions thatreverberation metric truly
represents an exclusive estimate of the anthropogentribution.

More attention should also be paid to the evolutérthe last impulse shot
before a shut-down procedure (or the last shotrbeforning the vessel around).
Performing a high temporal resolution (i.e. secbgdsecond) analysis of this "final”
SEL would provide a means for deriving a “reverbieraconstant” (Schroeder, 1965),
a term used in room acoustics to describe the detayme of the energy of a
disturbance until reaching background levels (&sation of distance to the source).
Those background levels however, would still cantan anthropogenic component
from the source vessel propeller, an aspect nasidered in Chapter 2. Here, all of
the non-wind contribution to noise was treated esanmant energy from the seismic
pulse, when in reality it is likely that at leabietimmediate seismic vessel itself is
generating a portion of that noise. In view of imemnt increases in commercial
shipping traffic through the Arctic (Corbedt al, 2010; Wilsoret al, 2004), it would

seem imperative to improve the methodology to askitkis issue. One way to tackle
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this question would be to again, focus exclusilyperiods of time when the seismic
airgun array is off but the vessel is nearby, faaraple while turning around between
shooting parallel seismic lines. Eventually othetérs ignored in this analysis could
be decomposed out of the overall noise budget (Myst al, 2010).

A third suggestion for proposed work based on Giraptinvolves the stage of
calculating the MLM and RM metrics. This analysientemplated a relationship
between the integration parameter; (and thus the FFT lengtland the estimated
integration time corresponding to the bowhead whablearing, which was inferred
from the duration of its most typical call. This esges selection reflects the
considerable regulatory awareness and large assdcrasources dedicated in the
Alaskan North Slope region to bowhead whale resedtowever, the resulting metric
may not be applicable or ecologically significantthe rest of baleen Arctic whales.
Therefore, | would recommend to eventually expdnd talculation to other marine
mammals, including odontocentes and pinnipeds, $igguintegration factors that
relate to their own particular acoustic perceptiddditionally, for all of these species,
instead of relying on vocalization duration as agirect index of hearing integration,
this metric could be eventually re-computed to eatieances in our understanding of
the functional physiology of marine mammal hear{ftpuseret al, 2001; Ketten,
2012; Nachtigall, 2008; Parlet al, 2007) as they become available.

Ultimately, looking forward, the private sector apwolicy makers should
consider standardizing metrics like the MLM and Rib a reporting norm. Beyond

that, it could be valuable to invest in turningg@emetrics into predictive tools that
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could adequately estimate levels of noise contedbuby seismic surveys through
reverberation generated from proposed activitiesgether with existing modeling
tools like the Acoustic Integration Model (AIM, Frkel et al, 2002), which can
estimate point exposure from simulated acousti¢pfots in range and depth, these
metrics could eventually provide an important stepevaluating the impact from
activities within a region in high-temporal resatut, under the framework of the
PCAD model (Wartzok and Tyack, 2008) and help aithe design of parallel PAM
studies to ensure that their efficacy is optimalrfatigation purposes.

Another topic in Chapter 3 that was left unexploiethe use of an automated
event detector to eliminate episodes (e.g. closgeaavhale calls) that disrupt the
method’s underlying assumption that the ambiensendield between the sensors is
azimuthally-symmetric. During the early stageshs thesis research, initial attempts
were made to build a gray whale detector basedh@rienergy integration” feature of
the software ISHAMEL (Mellinger, 2002). At the timlhe goal was to achieve high
levels of detector performance. In accomplishingt,tithis methodology proved
ineffective, because of the high-variability in tbarameters of gray whale calls.
However, in the context of removing highly directa transient sounds, this limited
level of performance may be sufficient to improlie emergence of a clearer NCF or
reduce the averaged time required for its emergence

A second, natural extension to the work in Chapterould be the application
of multiple, time-synchronized arrays (by means aphbient noise) to the 2-D

localization of an acoustic source, for examplgray whale. The existence of time-
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synchronized arrays permits a variety of technigteesllow the estimation of a
source’s bearing. For this project, | suggest datowg source direction from time of
arrival differences (TOAD) by cross-correlationsifinals corresponding to a pair of
sensors (Altes, 1980; Clark and Ellison, 2000; C&tral, 1986). Similarly to the boat
signatures extracted in Chapter 3, inspection efdata has already confirmed that
whale calls were recorded on more than one staionnd Punta Piedra, confirming
that this particular acoustic channel supports dgonopagation at these frequencies
for up to 2 km range.

A gray whale localization application would mattie research goals currently
carried out by the Laguna San Ignacio Ecosysteren8ei Project (LSIESP), as it
could potentially allow matching between a whal@soustic activity and its
photographic identification or behavioral staterthermore, the demonstration of a
localization technique at LSI would allow maps te bonstructed of call type
distribution in the lagoon as a function of timgeaing the door for an eventual
statistical analysis of correspondence between |izat®n repertoire and
demographic groups. Furthermore, at an enclosstitm like LSI, where a protocol
for regular visual censuses is already impleme(itgd_SIESP), vocally tracking and
identifying individuals could potentially lead tbe matching of acoustic signatures
and individuals.

Finally, given the historical dataset of visual v&ys collected by
LSIESP/UABCS, once localization is accomplished thlationship between those

census results and our acoustic recordings shaufdrther explored in the context of
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population estimates. An initial study at this lbea (Ponceet al, 2012) has
demonstrated that there is potential for the Sg-tgpll rates to correspond non-
linearly with visual counts.

Overall, as illustrated by the studies in this €itstion, research into the
impact of noise on marine life still tends to foarsthe effects of specific and isolated
noise sources (commercial shipping, seismic surS&NAR, etc.) on individuals of a
particular species, exclusively located within @#edained area during a finite period
of time. However, there remains a significant gapunderstanding the chronic,
cumulative impact of the overall increase in manoéese levels from multiple, diverse
sources. Recently, various multi-disciplinary waouki group efforts have begun
undertaking this complex question and are slowabetating new frameworks and
tools for the assessment of cumulative effectshdieawater noise on marine life (Erbe
and King, 2009; Streevat al, 2012). Still, more basic research is needed o ga
improved understanding on the impact of a geneakase in noise levels across the
marine environment, not just the specific impactagfarticular development activity.
Given the ranges over which sound can propagaterwader, activities within one
location may have an impact many miles from theremuand beyond national
boundaries, and therefore its regulation may reqgair international approach. Both
field sites presented in this dissertation (Bajéf@aia and Alaska) lie within only a
few hundred kilometers of major international besjeand the marine mammal
species investigated here migrate along corriduas $pan multiple countries. Thus, |

believe that the case studies in this dissertataironly establish near-term results that
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can immediately benefit the scientific bioacoustosnmunity, but are representative

of the long-term direction of the field of bioactiasambient noise studies.
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