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On the propagation of a disturbance in a heterogeneous, deformable,
porous medium saturated with two fluid phases

D. W. Vasco * and Susan E. Minkoff T *

ABSTRACT

The coupled modeling of the flow of two immiscible
fluid phases in a heterogeneous, elastic, porous mate-
rial is formulated in a manner analogous to that for
a single fluid phase. An asymptotic technique, valid
when the heterogeneity is smoothly-varying, is used to
derive equations for the phase velocities of the various
modes of propagation. A cubic equation is associated
with the phase velocities of the longitudinal modes.
The coefficients of the cubic equation are expressed in
terms of sums of the determinants of 3 x3 matrices
whose elements are the parameters found in the gov-
erning equations. In addition to the three longitudinal
modes, there is a transverse mode of propagation, a
generalization of the elastic shear wave. Estimates of
the phase velocities for a homogeneous medium, based
upon the formulas in this paper, agree with previ-
ous studies. Furthermore, predictions of longitudinal
and transverse phase velocities, made for the Massilon
sandstone containing varying amounts of air and water,
are compatible with laboratory observations.

INTRODUCTION

Multiphase flow is an important physical process that
underlies many critical activities such as waste disposal,
geothermal production, oil and gas production, agricul-
ture, and ground water management. Geophysical imag-
ing methods are increasingly used to monitor the flow of
fluids and gases in the subsurface (Calvert 2005, Rubin
and Hubbard 2006). Therefore, it is important to have
accurate and efficient techniques for modeling wave prop-
agation in heterogeneous porous media saturated by one
or more fluid phases. It is particularly helpful to have
methods that provide insight into the the various physical
factors controlling the propagation of a wave in a poroe-
lastic medium.

There are several ways to approach the coupled model-
ing of deformation and multi-phase fluid flow in a hetero-
geneous porous medium, each with its own advantages and
limitations. A numerical method is the most general, and
there are several studies based upon numerical techniques
(Noorishad et al. 1992, Rutqvist et al. 2002, Minkoff et al.
2003, Minkoff et al. 2004, Dean et al. 2006). Numerical
methods can require significant computer resources, both
CPU time and computer memory. Also, numerical meth-
ods have difficulty modeling the wide range of behaviors
in the coupled multiphase problem, which can include hy-
perbolic elastic wave propagation as well as fluid diffusion,
involving a broad range of time scales: from milli-seconds
to hours or even days. Numerical methods tailored to seis-
mic frequencies can improve the computational efficiency
(Masson et al. 2006) but still face challenges in treat-
ing multiple fluid phases and three-dimensional problems.
Finally, numerical methods do not provide explicit expres-
sions for observed quantities such as the arrival time of a
propagating disturbance or its amplitude. Analytic meth-
ods can be efficient and can provide explicit expressions
for observed quantities. However, analytic methods are
typically limited to relatively simple situations, such as
a homogeneous half-space and a single fluid phase (Levy
1979, Simon et al. 1984, Gajo and Mongiovi 1995). As
the medium is generalized, for example by including lay-
ering, analytic methods become increasingly complicated
and require significantly more computation time, facing
the same limitations as numerical techniques (Wang and
Kumpel 2003). Thus, analytic methods may not provide
the generality required for solving commonly encountered
inverse problems. For example, in many inverse problems
one is interested in determining smoothly-varying hetero-
geneous properties in a three-dimensional setting.

In this paper we formulate and validate governing equa-
tions for deformation in a porous medium containing two
fluid phases and present an asymptotic, semi-analytic tech-
nique for their solution. The equations, presented below,
are generalizations of those for a medium containing a sin-
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gle fluid, given by Pride et al. (1992) and Pride (2005).
The governing equations share many characteristics with
earlier work by Tuncay and Corapcioglu (1996, 1997) and
Lo et al. (2002, 2005). The asymptotic approach used in
this investigation is similar in many respects to the tech-
nique applied by Vasco (2009) in a study of broadband
propagation in a deformable porous medium containing
a single fluid. The asymptotic approach provides semi-
analytic expressions for the phase velocity of a propagat-
ing disturbance, and methods for the efficient solution of
the governing equations. The asymptotic solution is valid
in a medium with smoothly varying heterogeneity of arbi-
trary magnitude, and thus is more general than a purely
analytic solution.

METHODOLOGY

In this section we discuss the equations governing the solid
and fluid displacements in a porous medium containing
two fluids. We also outline an asymptotic methodology
that can provide a semi-analytic solution of the govern-
ing equations. As indicated below, the lowest-order terms
in the asymptotic series produce equations for the phase
velocities of the various modes of propagation.

The Governing Equations

Consider the case in which two fluid phases are present in
the pore space of the solid matrix. The porosity of the ma-
terial is denoted by ¢ while the saturations of fluids 1 and
2 are denoted by S7 and S, respectively. The two phases
are assumed to fill the entire pore space and hence the
saturations sum to unity: S1+S2 = 1. For the time inter-
val of interest, the elements of the porous matrix behave
elastically while the components of the fluid are described
by the constitutive law for a Newtonian liquid. The flu-
ids are assumed to behave immiscibly and one fluid can
'block’ the flow of the other. Therefore, each fluid obeys
the two-phase version of Darcy’s law (de Marsily 1986)
in which the flow velocity of the i-th fluid relative to the
solid matrix, w;, is proportional to the gradient of the
fluid pressure

krik

i
where k,.;(S;) is the relative permeability of the i-th phase,
k is the absolute permeability, p; is the fluid viscosity,
and P; is the fluid pressure. The relative permeability,
k-i(S;), is a function of the saturation of i-th fluid phase
and provides a measure of the ability of the other fluid
phase present in the pore space to block the flow.

An important point is that, while we are modeling the
propagation of a transient disturbance in the fluid filled
porous solid, that disturbance is not to be identified with
the continuous flow of the fluid. Rather, the disturbance
is associated with the propagation of a wave in the poroe-
lastic medium. The wave will typically propagate much
faster than any advancing fluid saturation front. So, when
modeling the two-phase fluid flow there will be two time

VP (1)

Wi =

scales: the scale associated with the saturation change
and the scale associated with the propagating elastic and
pressure disturbance. We shall assume that one can model
the actual field history incrementally, modeling any rapid
transient disturbance in pressure and solid displacement
using the equations derived here, and modeling the sat-
uration changes using quasi-static two-phase flow. As in
a loosely-coupled approach to modeling deformation and
flow (Minkoff et al. 2003, 2004), one can introduce feed-
back between the solution to the poroelastic equations
derived here and the reservoir simulator used to model
the long term saturation changes. This should become
clearer after we introduce the full set of coupled equations
for two-phase flow.

The Conservation Equations

The approach used in this section is a straight-forward
generalization of the method of averaging. This technique,
developed for a single fluid phase by Bear et al. (1984),
de la Cruz and Spanos (1985), and Pride et al. (1992)
was generalized to two-phase flow by Tuncay (1995) and
Tuncay and Corapcioglu (1996, 1997). As in the case of
a single fluid, one averages the microscopic conservation
equations for the elastic solid matrix and the Newtonian
fluids, making use of Slattery’s theorem (1968, 1981). The
application of Slattery’s theorem to the conservation equa-
tions results in governing equations for the displacements
in the solid phase, ug, and in the fluid phases, u;,7 = 1, 2,

ol
ozsps(,ﬂ)—lje =a,V-0s —d; —ds (2)
and
ou;
az‘pia—j =oq;V-0;+d;, (3)

where the dots over the displacement vectors denote the
derivative with respect to time. Note that the summation
convention, summation over repeated indices, is not used
in this paper. In an effort to keep the presentation com-
pact we are representing the two equations for the fluid
phases by a single indexed equation [equation 3], allow-
ing ¢ to take the values 1 and 2 for the respective fluid
phases. The index notation, introduced above, will be
implemented in much of this paper. In equations 2 and
3 the parameter « is the volume fraction of the solid
phase, and the parameter «; is the volume fraction of the
i-th fluid phase. Note that the volume fraction of the fluid
phase may be written in terms of the porosity, ¢, and the
fluid saturation as: «; = ¢5;. The solid and fluid densities
are denoted by ps and p;, respectively. The quantities o
and o; are the stress tensors associated with the solid and
fluid phases. Explicit expressions for the stress tensors, in
terms of the solid and fluid displacements, are given in
Appendix A. The vectors d; and da, referred to as the
momentum transfer or interaction terms, represent drag
forces due to the interaction of the solid and fluids within
the porous medium (Pride et al. 1993).
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Pride et al. (1992) argue that the drag force can be
expressed in the form

di = aiNfi (4)

where f; is the macroscopic applied force vector and N is
a dimensionless tensor operator independent of f;. For an
isotropic medium

N =11 (5)

where, in the most general setting, v is an integro-differential

operator. According to Pride et al. (1992, 1993), the three
primary macroscopic forces influencing the motion of the
fluids are: a pressure gradient due to a spatially varying
flow field, the relative motion of the elastic solid frame and
the fluid, and fluid body forces. One can think of v as a
convolutional operator or, in the frequency domain, as a
term that depends upon the frequency w. Thus, N can
change the nature of the differential operators in f;. As
shown by Pride et al. (1992), by substituting d; into the
fluid equation for the i-th phase, one arrives at a specific
form for d;:

—1 8W1

d; = avf; = piayv (1 +v) e (6)
where w; is the flow velocity of fluid ¢, given in equation 1.
The flow velocity of the fluid is measured relative to the
position of the solid, given by w; = 1; — s . The quan-
tity (1+ )", termed the dynamic tortuosity by Johnson
et al. (1987), controls how much relative fluid flow oc-
curs in response to applied forces. In the case of simpli-
fied pore models, analytic methods may be used to calcu-
late (1+ 1)~ " explicitly (Johnson et al. 1987, Pride et al.
1993). We can substitute the expressions for d;, equation
6, into the macroscopic equations for linear momentum,
equations 2 and 3. The resulting governing equations are

O ow ow
asps Ty = sV os = Digr = Damgn (1)
iPi—sr =V 0+ Di——
Qipi- =@ V.o, + En (8)
where
D; = piav (1+v)" ", 9)

Adding and subtracting «;p; times the partial derivative
of iy with respect to time from the left-hand-side of equa-
tion 8 produces the following system of equations in us
and w;

o, ow

e DD
Qsps - T P15+ D2

OWwg

prale oV -0, (10)

aiﬂi% + (aipi — D;) %
three vector differential equations for the three unknown
vectors ug, wi, and wo. Combining these three equations
with the expressions for the stress tensors [see Appendix
A], and appropriate boundary conditions, we can solve for
the displacement of each phase.

= aiV O, (11)

There are advantages to writing the equations in the
frequency domain by applying either the Fourier or the
Laplace transform (Bracewell 1978). One advantage is
that the time derivatives reduce to multiplication of the
transformed variables by the frequency w. This removes
the time derivatives from the equations, leading to a sys-
tem of equations containing only spatial derivatives. Fur-
thermore, the convolutional operator is converted to mul-
tiplication by some function of the frequency w. Applying
the Fourier transform to each of the three equations we
can write equations 10 and 11 in the frequency domain,

VsUs + glwl + §2W2 + asv : Es =0 (12)
U, +T'1TWi+ao1V-31=0 (13)
Ug +T9Wo + oV -3 =0, (14)

where we now write the fluid equations explicitly. In these
three equations 3 denotes the stress tensor transformed
into the frequency domain, and we have defined

Vs = aspsw’ (15)
Vi = a;piw? (16)
& =aipv (1+v) "' w? (17)
and
T =api |1—v(1+v) " w? (18)
fori=1,2.

In order to finish the statement of the governing equa-
tions we need expressions for the divergence of the stress
tensors in terms of the solid and fluid displacements. The
specification of the solid and fluid stress tensors, based
upon a reformulation of the work of Tuncay and Corap-
cioglu (1997), is given in Appendix A. Fourier transform-
ing the expressions for the solid and fluid stress tensors
given by equations A24, A25, and A26, we can substitute
them into equations 12, 13, 14 to arrive at

V- {Gm <VUS +vu,’ - %v - USI)] (19)

+V (K V-Us + C1 V- Wi 4+ CeoV - Wo)
+vsUs + &6 Wi + EWo =0
V (C1sV - Us + M1V - W1 + M5V - W) (20)
41 Ug+T1W; =0
V (C2sV - Ug + M1V - W1 + M2V - W) (21)
+1,Us +T9W4y =0,

where the coefficients of these equations are given at the
end of Appendix A. Note that the coefficients, defined in
Appendix A, depend upon the properties of the compo-
nents of the medium, the saturations of the fluids S; and
S2, and the capillary pressure function P, that is de-
termined by the pressure difference in the two fluids [see
equation A4]. Also, the parameter v depends upon the
flow properties of the medium and thus upon the medium
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permeability. For example, as indicated in the Applica-
tions, for the model considered by Tuncay and Corap-
cioglu (1996), v is given by

C;
v Ci + wa;pit 22)
where C; is given by

¢? 1%
Ci=—F— 23
! fekirt (23)

$%S2° >
Cy=1 == 24
2 Kekina (24)

for Darcy flow.

The set of equations 19 through 21 are of the same gen-
eral form as the governing equations for displacements in
a porous media saturated by a single fluid (Pride 2005,
Vasco 2009). There are three extra terms (those involv-
ing Wy) in the first two equations [equations 19 and 20]
and one additional equation [equation 21] governing the
evolution of the second fluid phase.

An Asymptotic Analysis of the Governing
Equations and Semi-Analytic Expressions
for the Phase

The three expressions, equations 19, 20, and 21, represent
a formidable set of coupled vector differential equations.
Because the coefficients are functions of the spatial vari-
ables and the frequency, a closed-form, analytic solution is
generally not possible. Furthermore, the equations govern
both elastic deformation and diffusive fluid flow, covering
a range of spatial and temporal scales. Thus, even nu-
merical methods for solving these equations can encounter
difficulties due to the wide range of scales. It is possible
to gain some insight and to develop a semi-analytic solu-
tion to the coupled equations by means of an asymptotic
expression. The solution will be valid for a medium in
which the heterogeneity is smoothly-varying.

In Appendix B we use the method of multiple scales
(Whitham 1974, Anile et al. 1993) to obtain a set of equa-
tions that may be used to determine the phase of a dis-
turbance propagating in a heterogeneous porous medium
containing two fluids. The technique has been applied to
a number of problems (Korsunsky 1997), and a variant
of the technique has been used to rederive the governing
equations for poroelasticity (Burridge and Keller 1981).
The method of multiple scales was recently used to con-
struct a solution for coupled deformation and flow in a
heterogeneous poroelastic medium saturated by a single
fluid (Vasco 2008, Vasco 2009). Furthermore, it has been
applied to nonlinear problems involving fluid flow, such
as flow in a heterogeneous medium with pressure-sensitive
properties (Vasco and Minkoff 2009) and multiphase fluid
flow involving large saturation changes (Vasco 2011).

Asymptotic Expressions for the Displacements

There are a number of ways to motivate an asymptotic
treatment of the governing equations 19-21. For example,
one might adopt an expansion in powers of the frequency
w and consider solutions for which w is large. However,
because the coefficients contain complicated expressions in
frequency and because of the diffusive and wave like be-
haviors contained in the governing equations, it is best not
to make specific assumptions regarding the frequency. An
alternative approach is provided by the method of mul-
tiple scales, which is based upon a separation of length
scales (Anile et al. 1993, Korsunsky 1997). In partic-
ular, because we are interested in modeling propagation
in a smoothly-varying medium, we assume that the scale
length of the heterogeneity is much greater than the scale
length of the disturbance. The scale length of the distur-
bance, which we denote by [, is the length over which a
field, such as the fluid pressure or the displacement of the
porous matrix, varies from the background value to the
value associated with the disturbance. The scale length
of the heterogeneity is denoted by L and it is assumed
that L is much larger than [. Thus, the ratio e = /L
is assumed to be much smaller than 1. In the method
of multiple scales, an asymptotic solution is constructed
in terms of the ratio €. The first step in this approach
involves transforming the spatial scale from physical co-
ordinates x to ’slow’ coordinates, denoted by X, where

X = ex. (25)

Representing the solution in terms of the slow coordinates
X introduces an implicit dependence on the scale variable
€. Because the scale parameter is assumed to be small,
we can represent the solution as a power series in €

U, (X, w,0) = e Z e"Uy (X, w) (26)
n=0

Wi(X,w,0) = e Z e"Wi(X, w), (27)
n=0

where the superscript n on U} and W7 denote additional
terms in the summation and not exponents. The function
0(x,w) is referred to as the local phase and is related to
the kinematics of the propagating disturbance. As noted
by Anile et al. (1993, p. 50), the local phase is a fast or
rapidly varying quantity. Because ¢ is small, less than 1,
only the first few terms of the power series are significant.
The series 26 and 27 are in the form of generalized plane
wave expansions of U, (X,w, ) and W;(X,w, #), similar
to that used in modeling electromagnetic and elastic waves
(Friedlander and Keller 1955, Luneburg 1966, Kline and
Kay 1979, Aki and Richards 1980, Chapman 2004).

The coordinate transformation 25 has implications for
the spatial derivatives in the governing equations 19, 20,
and 21. For example, using the chain rule, we can rewrite
the partial derivative of the solid displacement, U, with
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respect to the spatial variable x; as

oU,  0X;0U, 00 0U; (28)
and hence, making use of equation 25,
0U;, oUy; 00 0U

(Anile et al. 1993). Thus, the differential operators, which
are defined in terms of the partial derivatives with respect
to the spatial coordinates, are likewise written as

VU, =eVxU; + VG% (30)
where Vx denotes the gradient with respect to the com-
ponents of the slow variables X.

In order to derive an asymptotic solution we rewrite
the differential operators in the governing equations 19,
20, and 21 in terms of the slow coordinates X. We then
substitute the power series representations 26 and 27 for
U, and W, producing three equations with terms of var-
ious orders in €. Because ¢ is assumed to be much smaller
than 1, we consider terms of the lowest order in . The
procedure is outlined in Appendix B, where terms of or-
der € ~ 1 are presented. In the sub-sections that follow
we discuss these terms in greater detail, deriving explicit
expressions for the phase 6(x,w).

Before delving into the details of the expressions for
the phase, we should comment as to what constitutes a
smoothly-varying medium. As mentioned above, a medium
is smoothly varying if the scale length of the heterogene-
ity is much larger than the length scale of the propagating
disturbance. However, the length scale of the disturbance
will depend upon its frequency content. Thus, there is an
implicit dependence of the scale length upon frequency
and the ’smoothness’ of a medium will depend upon the
frequency under consideration.

Terms of Zeroth-Order: The Phase of the Disturbance

The zeroth-order terms are presented in Appendix B, equa-
tions B14 and B15. These equations can be collected into
the matrix equation

ol — (11 T —-Cll-T &I —Cepll-1
nlI-Cci -1 I'hI—-Mj1l-1 —M11- I
vl — Cy,ll - 1T —My1l-1 Dol — Maoll - 1
Uo 0
x| WY | = o0 |, (31)
W 0
where 1 = V@ is the local phase gradient,
a=v, — Gpl? (32)
1
6 = Ku + gva (33)

[ is the magnitude of the local phase gradient vector 1,
11-Tis a dyadic formed by the outer product of the vector

1 (Ben-Menahem and Singh 1981, Chapman 2004) [see
equation B11l in Appendix B], and the coefficients are
given above [equations 15 - 18] and in Appendix A. Al-
ternatively, one may think of the dyadic 1l as the vector
outer product 117 where 17 signifies the transpose of 1,
converting the column vector 1 to the row vector 17

The system of equations 31 has a non-trivial solution if
and only if the determinant of the coefficient matrix van-
ishes (Noble and Daniel 1977, p. 203). For a given set
of coefficients, the determinant of the matrix is a polyno-
mial in the components of the vector 1. Given that the
components of the vector 1 are the elements of the gra-
dient of the phase 0, the polynomial equation is also a
partial differential equation for the phase function. This
non-linear differential equation is the eikonal equation as-
sociated with propagation in a porous medium saturated
with two fluid phases (Kravtsov and Orlov 1990, Chapman
2004). While we could attempt to find the roots of the
ninth-order polynomial equation directly, that approach
would involve some rather lengthy algebra. In Appendix
C we describe an approach based upon the eigenvectors of
the system of equations 31. In that approach, the modes
of propagation are partitioned into longitudinal displace-
ments (displacement in the direction of 1), and transverse
displacements (displacement in a direction perpendicular
to 1). The results of that approach are discussed next.

Longitudinal Displacements

As shown in Appendix C, for the longitudinal modes
of propagation, the condition that equation 31 has a non-
trivial solution is

ve— HI? & —Cal? & —Cypl?
det vy — 01512 Fl — MlllQ —M1212 = 0,
vy — Cagl?  —Mpl? Ty — Mapl?

(34)
where we have used the definitions 32 and 33 and defined
the parameter H as

4
H = Ky + 3G, (35)

Equation 34 is a cubic equation in {2, the square of the
magnitude of the slowness vector 1. Solving this cubic
equation for /2 allows one to determine the permissible
modes of longitudinal displacement.

Equation 34 is much more complicated than the single-
phase constraint, which is the determinant of a two-by-two
matrix (Vasco 2009). Therefore, one must exercise care
when calculating the determinant in equation 34. This
calculation is given in some detail in Appendix D, where
we apply, in a recursive fashion, a rule for computing the
determinant of a matrix whose columns are sums. As
shown in Appendix D, we can write the cubic equation
for s =12 as

Q35° — Q28> + Q15— Qo =0, (36)
where the coeflicients are given by
H Ca Csx
Qs =det | Cis M1 Mo |, (37)

Cos Mo Mo
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Vs Csl Cs2 H 51 CS?
Qa=det | vi My My |+det| Cis T'v Mo
12] Mgl MQQ 025 0 M22
H Ca &
+ det Cis My O , (38)
Cas M2 Ty
Vg 51 052 Vg Osl 52
Q1 = det 1 I'y Mo + det v My O
Vo 0 M22 1) M21 1—‘2
H & &
+ det Ols Fl O 5 (39)
Cos 0 I
vs &1 &
QO = det %41 Fl 0 . (40)
Vg 0 FQ

The roots of the cubic equation 36 determine the value
of [, the magnitude of the phase gradient vector 1 = V.
In order to find the roots we first put equation 36 in a
canonical form by dividing through by @3,

3—@82—1—&3—@

s =0, 41
Q3 Qs Q3 (4D
or, if we define the coefficients
Q2
Ty = 2= 42
©T Qs 42)
Q1
T, = = 43
LT Qs (4)
and
Qo
Ty = =— 44
" Qs (4)
we can write equation 41 as
s3 — T282 +T1s—"o=0. (45)

Note that, in dividing by @3, we are assuming that the
determinant of the coeflicient array is not zero. The deter-
minant ()3 vanishes if any of the rows of the coefficients
of the [? terms in the determinant 34 are linear depen-
dent. This can occur if the properties of the two fluids are
similar and it becomes difficult to distinguish between the
fluids.

The solution of the cubic equation 45 can be written
explicitly as a function of the coefficients (Stahl 1997, p.
47). We begin by defining

1
n=3 (T2)” =T, (46)
and
—E(T)%ETT +7 (47)
Y= o7 2 3 112 0-
Furthermore, if we define the parameter ¢ as
4

¢ ’ (48)

- 27’y277

then we can write the solution of equation 45 in the form

s=i2=/21aie| -1 U + L
(49)

an expression for the squared phase gradient magnitude
in terms of the medium parameters. Note that, while the
first term in equation 49 shares a formal similarity to the
phase of a disturbance propagating in a porous medium
containing a single phase (Vasco 2009), the overall expres-
sion is decidedly more complicated.

Because [ is the magnitude of the phase gradient vector,
1 = V0, we can use equation 49 to formulate a differential
equation for 6

vo.-vo— L1+ T=¢] -2 1 4L
2{ } 33/%[1iM} 3

(50)
which is an eikonal equation for the phase of the propagat-
ing disturbance (Kravtsov and Orlov 1990). Equation 50
provides all the information that is necessary for modeling
the kinematics, that is the travel time, of the propagating
disturbance. For example, one may solve the nonlinear
partial differential equation 50 numerically, using a fast
marching method (Sethian 1985, 1999) which was intro-
duced to seismology by Vidale (1988). The fast marching
approach has proven to be stable, even in the presence
of rapid changes in medium properties. Or one may use
the method of characteristics (Courant and Hilbert 1962)
to derive a related set of ordinary differential equations,
the ray equations (Anile et al. 1993, Chapman 2004) that
may be solve numerically (Press et al. 1992).

Transverse Displacements

Now we consider the case in which the displacements
are perpendicular to the propagation direction. In that
situation the eigenvector is given by the solution of an
equation similar to C5 in Appendix C:

Tel = el =0, (51)

where A1 is the associated eigenvalue. Invoking similar
arguments to those used in the analysis in Appendix C,
but tailored to transverse displacements, we can show that
the vanishing of the determinant of the matrix I" reduces

to
Vs — Gml2 51 52
det 1%1 Fl 0 = O, (52)
1%} 0 FQ

a quadratic equation for [, whose coefficients depend upon
the frequency and the properties of the porous medium
and the fluids. The determinant 52 is a straight-forward
calculation, resulting in the quadratic equation

[1T9G 1% — v TiTg + 16T + 1T = 0 (53)
that may be solved for [

| = :I:\/F1F2Vs =&l — T
I'IaG,y, '

(54)
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Thus, there is a single solution for phase gradient magni-
tude associated with the transverse mode of displacement.
The different signs indicate propagation in the forward
and reverse directions along 1.

The expression for [ in the case of transverse displace-
ments [equation 54] is much simpler than that for longi-
tudinal displacements [equation 49]. We shall rewrite it
in order to bring out some similarities to the expression
for a single fluid (Vasco 2009). If we factor out I';T'y and
use the definitions for v, v1, and vs, equation 54 can be
written as

_ iw\/asps - aﬁ—ZS — %282 (55)
or as
| = 4w G_W—S_‘bpf, (56)
Gm
where
pr= f;—llslpl + %5202 (57)

is a weighted fluid density, whose weights are a function
of frequency through the dependence upon v. Equation
56 is a direct modification of the expression for the slow-
ness of an elastic shear wave. Equation 56 generalizes the
expression for wave propagation in a porous medium sat-
urated by a single fluid phase (Pride 2005, Vasco 2009),
where one has

Ps — %pf

==+
w G

(58)

where p is ipy/wk, for a fluid of density py and viscosity
My

APPLICATIONS
A Comparison with Previous Studies

Here we compare our results with Tuncay and Corap-
cioglu’s (1996) and Lo et al.’s (2005) studies of wave prop-
agation in a homogeneous porous medium containing two
fluid phases, and with experimental data (Murphy 1982).
First, in the case of transverse displacements, we estab-
lish the equivalence of our expression for the phase ve-
locity to that of Tuncay and Corapcioglu (1996) when the
medium is homogeneous and when we define v in a partic-
ular fashion. Second, we compare numerical predictions
of complex velocities for the three longitudinal modes of
propagation in a porous medium saturated by two fluid
phases. We compare predictions derived using our for-
mulation with those by Tuncay and Corapcioglu (1996)
and Lo et al. (2005). Finally, we calculate the primary
longitudinal and the transverse velocities for the porous
Massilon sandstone partially saturated by water, as de-
scribed in Murphy (1982).

Transverse (Shear) Displacements

It is simplest to begin our comparisons with the expression
for the phase gradient magnitude of the shear component,
given by equation 54. Before we begin, it must be noted
that our phase function 6, introduced in the power series
26 and 27, is defined slightly differently from the conven-
tional use in seismic applications. Specifically, we include
the frequency term w as part of . Thus, our definition
of [ will contain an additional w factor, and the square of
the phase velocity will be given by
w2
A= iR (59)
Let us begin with an expression for 1/12, where [ is given
by equation 54:

1 e
12 TiTovs — &y —Diborn’

The coeflicients are given by the expressions 15 through
18. However, the coefficients 'y, I's, &, and & contain
the operator v which depends upon the fluid response to
applied forces (Johnson et al. 1987, Pride et al. 1993).
In order to compare our predicted velocities with those of
Tuncay and Corapcioglu (1996), we need to relate these
coefficients to those used in their paper. By comparing
coefficients in their governing equations 1 through 3 with
the coefficients in the governing equations 12-14, after ac-
counting for the slightly different formulation and after
transforming their equations to the frequency domain, we
find that

(60)

£ = —iwCy (61)
£y = —iwCy (62)
I = w?p) + iwC (63)
and
Ty = w?py + iwCy, (64)

where p; is the volume averaged density, given by p; =
a;p; = ¢S;p;, and C7 and Cs are coefficients defined in
Tuncay and Corapcioglu (1996), related to the fluid flow.
The coefficients take the form

251w

Cy = T (65)
028 e

Cy = s (66)

for Darcy flow, where S; is the saturation of the i-th fluid,
1; is the fluid viscosity for phase i, k is the absolute per-
meability, and k,; is the relative permeability for fluid i.
Using the relationships 61 through 64 we can rewrite the
product

[Ty = w? [pipaw® — C1Cy + w (Crp2 + Cap1)i] - (67)

as well as the other terms in expression 60. As a result,
the square of the phase velocity, c?, may be expressed as
the ratio

= =—— (68)



8 Vasco and Minkoff

where OO (6 ) ) o
Y, = 1 2(Ps+p1w-|2-P2)—Psp1p2 (69)
_Cob1 (b + ) + Cafa (s + 1)
w
and
C1Cy — p1 pow? Copr + Cp:
E:—Gm%flpw +Z-Gmw. (70)

These expressions agree with those of Tuncay and Corap-
cioglu (1996) for the phase velocity of the shear wave [see
their equations 28, 29, and 30).

Note that, using equations 17 and 61 one can derive an
explicit expression for the frequency-dependent variable v
that determines the dynamic tortuosity: (1+v)~!. Recall
that the dynamic tortuosity controls the amount of fluid
flow in response to the applied forces. The variable v also
appears in the definition of the coefficients & and T; [see
equations 17 and 18] that are part of the governing equa-
tions. Equating the expressions for & given in equations
17 and 61 and 62, we have

Vu+w*_(ig G (71)

w ) oip;

Solving equation 71 for v gives

Cj

= 72
Oi + u}OéipiZ. ’ ( )

v
where C; is given by equations 65 and 66. Equation 72
indicates that v is actually a function of the specific fluid.
Thus, in the most general case v should vary for each fluid.
This makes physical sense because the flow characteristics
of each fluid can differ.

Longitudinal Displacements

While it is possible to apply the previous mathematical
analysis to the longitudinal modes, that approach would
be significantly more complicated. It is far simpler to pro-
ceed with a direct numerical comparison of the predictions
provided by the expressions of Tuncay and Corapcioglu
(1996) and Lo et al. (2005), with those from the solutions
of the cubic equation 36. Because the phase velocities are
generated by the cubic equation with complex coefficients
given by 37, 38, 39, and 40, there will be three complex
longitudinal velocities in general.

A Comparison with Tuncay and Corapcioglu (1996).— For

the first comparison, with the results of Tuncay and Corap-
cioglu (1996), the poroelastic parameters for the medium
are representative of the properties of the Massilon sand-
stone described by Murphy (1982). Thus, the bulk mod-
ulus Ky, of the frame is 1.02 GPa, the bulk modulus of
the grains (K) is 35.00 GPa, and shear modulus (Gy,) is
1.44 GPa, the density of the solid grains (ps) is 2650.00
kg/m3, the intrinsic permeability of the sandstone (k) is
9.0 x 10~!3 m?, and the volume fraction of the solid phase
(as) is 0.77. The two fluid phases are air (fluid 1) and

water (fluid 2) with respective viscosities, 1 and po of
18x107% and 1.0x 1073 Pa-s, respectively. For fluid 1 (air)
the bulk moduli (K7) is 0.145 MPa while the density (p1)
is 1.10 kg/m?®. For fluid 2 (water) K is 2.25 GPa and p2
is 997.00 kg/m?. The capillary function, Peqp, used here
[see equation A4] was first proposed by Van Genuchten
(1980). The exact form of the capillary function is

s 21 225) T

« Sm2 - ST2

where S,5 is the residual water saturation, taken to be
0.0, and S;,,2 is the upper limit of water saturation, m =
1 —1/n, where n = 10 and o = 0.025. The relative
permeability functions associated with the two fluids in
the porous matrix, those postulated by Mualem (Mualem
1976, van Genuchten 1980), are shown in Figure 1. An ex-
amination of the functions C and C5, given by equations
65 and 66, reveals that they are singular when the relative
permeabilities vanish. Thus, some care is required as the
fluid saturations approach the end points of the curves
shown in Figure 1. For this reason we shall avoid those
saturations at which the relative permeabilities approach
Zero.

The phase velocities predicted using the expression 59,
where [? is a root of the cubic equation 36, are plot-
ted in Figure 2 along with the phase velocities predicted
using the formulas of Tuncay and Corapcioglu (1996).
The phase velocities, the real component of the complex
number ¢, are associated with a frequency of 1000 Hz.
The cubic equation predicts three complex velocities vary-
ing as a function of fluid saturation. We should note
that a1 in expressions (21) through (23) of Tuncay and
Corapcioglu (1996) should be replaced by the variable
ai; = a11 + 4G4, /3 in order for the three formulas to
agree with their previous equation (18) which contains
ai,. As indicated in Figure 2, there is excellent agree-
ment between our predicted longitudinal velocities and
those given by the formulas of Tuncay and Corapcioglu
(1996). The qualitative features noted by Tuncay and
Corapcioglu (1996) are present in the velocities plotted
in Figure 2. For example, the velocities of the first two
modes of longitudinal propagation drop significantly as
the water saturation decreases from 1. This is due to the
much higher compressibility of air compared with that of
water. With further decreases in water saturation there
is a gradual increase in the phase velocities of the two
modes. As noted by Tuncay and Corapcioglu (1996), the
third longitudinal mode arises due to the pressure differ-
ence between the fluid phases. Thus, this phase velocity
approaches zero when the fluid saturations approach fully
saturated or fully unsaturated conditions, due to the fact
that the capillary pressure vanishes when only a single
fluid occupies the pore space.

The imaginary component of the phase velocity ¢, given
by equation 59, provides a measure of the attenuation.
The attenuation varies as exp(—¢;r) where ¢; is the imag-
inary component of the phase velocity and r the the radial
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distance from the source. In Figure 3 we plot the atten-
uation coeflicient for the three longitudinal modes, cal-
culated using both the expressions of Tuncay and Corap-
cioglu (1996) and the roots of the cubic equation 36. There
is excellent agreement between the two approaches. The
attenuation overall is quite small for the first longitudi-
nal mode of propagation which propagates much like an
elastic wave in the solid. As noted in Tuncay and Corap-
cioglu (1996) the attenuation is due to energy dissipation
induced by the relative motion of the fluids and the solid.
Furthermore, they note that the end point attenuation
in the second mode of longitudinal propagation is deter-
mined by the kinematic viscosity, the ratio of the fluid
viscosity to the fluid density. The attenuation coefficient
of the third longitudinal mode of propagation is quite large
and increases as the fraction of either phase becomes large.
Perhaps this is due to the increased flow as the pore space
is dominated by a single fluid. Also, the capillary pressure
which drives this mode decreases as one phase begins to
vanish, resulting in a rapidly decreasing amplitude for the
third mode of propagation.

A Comparison with Lo et al. (2005).— Recently, Lo et
al. (2002, 2005) followed an alternative approach in de-
riving the equations governing coupled poroelastic defor-
mation and flow. Specifically, they used the mass balance
equations for the three phase system (two fluids and one
solid) coupled with a ’closure relation’ for porosity change,
to derive the governing equations. The resulting system of
equations are similar to those given above. In particular,
their stress-strain relations [given by equations 32a-32c of
Lo et al. (2005)] are equivalent to our equations A18,
A20 and A21. The coefficients in their stress-strain rela-
tions, also denoted by a;;, [given by equations 30d through
30j in Lo et al. (2005)] are identical to those of Tuncay
and Corapcioglu (1996) and to the expressions A7 through
A17 in Appendix A. The primary differences between the
equations presented here and those of Lo et al. (2005) are
due to the inclusion of temperature effects and inertial
coupling terms between the fluids that we do not include.
Lo et al. (2005) note that their equations include inertial
terms due to the differential movement between the solid
and the fluids. They contrast their results with the ex-
pressions of Tuncay and Corapcioglu (1996) that do not
contain such inertial terms. However, our expressions, in
particular the coefficients I';, given by equations 18 do
contain inertial effects due to the coupling between the
solid and the fluids, in the form of w? terms.

For a qualitative comparison of our expressions and
those of Lo et al. (2005), we have computed the three
longitudinal velocities for the two simulations described in
their paper. The porous solid properties are based upon
experimental data for an unconsolidated Columbia fine
sandy loam (Chen et al. 1999, Lo et al. 2005). The
primary difference between this porous material and the
sandstone described above is that the fine sandy loam is
unconsolidated and hence much weaker. Thus, the bulk
modulus of the rock frame, Ky,, is only 0.008 GPa, a

fraction of the value of 1.02 GPa for the sandstone. Sim-
ilarly, the shear modulus of the frame for the loam (G, )
is quite low, 0.004 GPa, compared to a value of 1.44 GPa
for the consolidated sandstone. Note that both materials
are primarily composed of silica grains and the bulk mod-
ulus of the solid particles is 35 GPa. Therefore, we would
expect quite different bulk velocities for the consolidated
sandstone and the unconsolidated sandy loam.

Lo et al. (2005) considered two pairs of fluids: an air-
water system, similar to that of Tuncay and Corapcioglu
(1996), and an oil-water mixture. The properties of the
constituents in the air-water system are similar to those
used in Tuncay and Corapcioglu (1996): the bulk modulus
of air is 0.145 MPa, the bulk modulus of water is 2.25 GPa,
the densities of air and water are 1.1 and 997.0 kg/m3,
respectively. The viscosity of air is 18 x 1076 Pa-s while
the viscosity of water is 0.001 Pa-s. For the oil the bulk
modulus is given by 0.57 GPa, the density is given by 762
kg/m3, and the viscosity is given by 0.00144 Pa-s. The
derivative of the capillary pressure with respect to changes
in saturation is given explicitly by

1-n
dpcap _ P29 [(1 _ Sl)_% -1 n

dS; mny

(1 — Sl)_(zv?:ll)
(74)

(Lo et al. 2005), where g is the gravitational accelera-
tion. The quantities x, m, and n are fitting parameters
with values y = 1 m~% n = 2145 and m =1 — 1/n =
0.534 for the air-water system. For the oil-water system
the parameters are given by x = 2.39 m~!, n = 2.037, and
m=1-1/n=0.509 (Lo et al. 2005). This is the same
model of capillary pressure put forward by Van Genuchten
(1980) and used above, though in a slightly different for-
mulation [see equation 73].

The relative permeability functions are those of Mualem
(1976), which were used in the previous comparison. The
exact algebraic expressions are

L 12m
B (S2) = (1= 82)" [1 = (S2)7 ] (75)

ba(s2) = (52" 1= [1= 505"} (7o)

where 7 is a fitting parameter (Mualem 1976). The fitting
parameter 7 associated with both the air-water and the
oil-water mixtures is 0.5, as noted in Lo et al. (2005).
We computed the three longitudinal velocities for both
the air-water system and the oil-water mixture as a func-
tion of the water saturation. The velocities of the first
longitudinal wave are plotted in Figure 4 for both the air-
water and the oil-water fluid mixtures. The velocities are
computed at a single frequency of 100 Hz for this phase.
As expected, the bulk velocities for the air-water system
are much lower for the unconsolidated sandy loam, on
average 100 m/s (Figure 4), then for the sandstone (be-
tween 1140 and 1200 m/s) (Figure 2). In this figure the
velocities calculated using the expressions of Tuncay and
Corapcioglu (1996) are indicated by the dashed (oil-water)
and solid (air-water) lines while our calculated values are
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indicated by the filled squares (air-water) and the open
circles (oil-water). The behavior of the air-water and the
oil-water systems are rather different as the saturations
are varied. When the water saturation is near zero the
bulk velocities of the two systems are distinctly different,
with the velocity of the oil-water mixture approximately
8 times larger then the velocity of the air-water mixture.
This reflects the influence of the pore fluids because the
systems are saturated by two very different fluids. The
velocity in the oil-water system gradually increases as the
water saturation increases. This contrasts with the behav-
ior of the air-water system in which the velocity remains
nearly constant until rather high water saturation. The
velocity increases dramatically when the porous medium
is almost completely water saturated. When the mate-
rial is entirely saturated by water the velocities are nearly
equal for both the air-water and oil-water systems. This
makes physical sense because both systems are in identi-
cal water saturated states. However, there may be slight
differences because, as noted in Lo et al. (2005), two dif-
ferent permeabilities were used by Chen et al. (1999) to
fit the observational data. Our calculated velocities agree
with those computed using the expressions of Tuncay and
Corapcioglu (1996). Furthermore, the variations of the
first longitudinal velocity, denoted by P1, agree with those
of Lo et al. (2005) [see their Figure 1al.

The longitudinal mode of intermediate velocity, often
referred to as the P2 mode, is associated with diffusive
propagation in the manner of a transient pressure vari-
ation (Pride 2005). The propagating disturbance corre-
sponds to the out-of-phase motion of the solid and fluid
mixtures (Pride 2005, Lo et al. 2005). The disturbance
is known as the slow wave in the study of wave propa-
gation in a medium saturated with a single fluid (Pride
2005, Vasco 2009). In Figure 5 we plot the calculated in-
termediate velocities for the air-water and oil-water fluid
mixtures in the sandy loam at a frequency of 100 Hz. The
average velocities are much lower for this mode of propa-
gation, of the order of 1-2 m/s. The computed variations
(filled squares and open circles) generally agree with the
predications of Tuncay and Corapcioglu (1996) (solid and
dashed lines). There is some deviation for the oil-water
system at high water saturations. The estimates are of
the same order at those of Lo et al. (2005). However, the
exact values differ by a factor of 2 or more, and there are
differences in the nature of the variation for the air-water
system at high water saturations. As in the case of the
P1 mode, the velocities of the two systems approach each
other as the medium becomes water saturated.

The third mode of propagation (P3), with the lowest
velocity, arises from the pressure difference between the
two fluid phases (Tuncay and Corapcioglu 1996). Thus,
the disturbance is the result of the presence of a second
fluid in the pore space and is not observed in systems with
a single fluid phase. Such a phase is extremely difficult to
observe experimentally (Tuncay and Corapcioglu 1996)
due to its high attenuation and extremely low velocity. In

Figure 6 we plot the calculated velocities of the P3 mode
for the air-water and oil-water mixtures at a frequency
of 100 Hz. The velocities are extremely low, generally
less then 0.1 m/s. As noted in other studies (Tuncay and
Corapcioglu 1996, Lo et al. 2005), the velocities approach
zero at high and low water saturations. As in the case of
the other two modes, the air-water and oil-water velocities
approach a common value (in this case zero) as the water
saturation approaches one. There is general agreement
between our estimates and those of Tuncay and Corap-
cioglu (1996) and Lo et al. (2005).

The velocities of the three modes of propagation are fre-
quency dependent. In order to compare the variation with
frequency we have computed the velocities for three fre-
quencies, 50, 100, and 200 Hz. In all of the computations
we only consider the air-water system. For the first longi-
tudinal mode (P1), as noted in Lo et al. (2005) [see their
Figure 1a], the velocities do not change over this range of
frequencies. Thus, we have not plotted the velocities as
they are identical to those shown in Figure 4. In Figure 7
we plot the velocities for the intermediate model (P2) at
the three frequencies of interest. As in Lo et al. (2005),
the velocities increase as the frequencies increase. A sim-
ilar pattern of higher velocities with increasing frequency
is observed for the third longitudinal mode of propagation
(P3), as shown in Figure 8.

A Comparison with Laboratory Observa-
tions

Here we compare data from a series of experiments by
Murphy (1982) to predictions based upon our formula-
tion. These and other experimental studies have shown
that fluid saturations can have a significant influence upon
the phase velocities of extensional (longitudinal) and ro-
tational (transverse) waves in a sample (Domenico 1974,
1976, Murphy 1982). While many laboratory experiments,
such as those of Domenico (1974, 1976) are conducted at
high frequency, the resonance bar experiments of Murphy
(1982) span a wide frequency range from 300 Hz to 14
kHz. In addition, a torsional pendulum technique was
used to measure rotational (transverse) wave attenuation
at low acoustic frequencies (Murphy 1982). The flow ex-
periments of Murhpy (1982) were conducted in a sample
of Massilon sandstone. The properties of this porous ma-
terial are identical to those noted above for the Massilon
sandstone (Murphy 1982, Tuncay and Corapcioglu 1996).

The relative permeability curves used to represent the
flow of the two fluids, air and water, in the sandstone are
those published by Wyckoff and Botset (1936) and shown
in Figure 9. These curves were also used in the analysis
of the Massilon data conducted by Tuncay and Corap-
cioglu (1996). Because these curves have no analytic rep-
resentation, we digitized the curves plotted in Tuncay and
Corapcioglu (1996) and interpolated between the points
using cubic splines. Thus, the relative permeabilities are
approximate at the high and low saturation values where
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it is difficult to resolve the small values. The capillary
pressure function given above [see equation 73] was used
in our modeling. These observations have been used in
studies involving elastic wave propagation in a partially
saturated porous medium (Tuncay and Corapcioglu 1996,
Berryman et al. 2002).

Using the parameters given above, the relative perme-
ability curves plotted in Figure 9, and the capillary pres-
sure function 73 we calculated the phase velocities for the
longitudinal and transverse modes of propagation. Be-
cause of the diffusive nature of the second and third lon-
gitudinal modes, it is difficult to observe them experimen-
tally. Thus, Murphy (1982) only had observations associ-
ated with the primary or first longitudinal model and the
transverse mode, as shown in Figure 10. We calculated the
first longitudinal mode using the cubic equation 36 with
the parameters given above and the coefficients given in
Appendix A and equations 37 to 40. The phase velocity
associated with the transverse mode was estimated using
equation 54. For comparison, we also computed the val-
ues using the formulas given in Tuncay and Corapcioglu
(1996), also plotted in Figure 10. Because of the diffi-
culties in estimating the relative permeabilities and the
sensitivity of the coeflicients C7 and Cy at high and low
saturations, we avoided making predictions of phase ve-
locities for saturations near 0 and 1. Both techniques give
sharp increases in longitudinal phase velocity for water
saturations near 1, but the exact values are fairly sensitive
to how the relative permeabilities are calculated. Overall,
there is good agreement between the observations of lon-
gitudinal and transverse phase velocity, the predictions
by Tuncay and Corapcioglu (1996), and our predictions
(Figure 10).

DISCUSSION

Following the approach of Tuncay (Tuncay 1995, Tuncay
and Corapcioglu 1996, 1997), but using the formulation
of Pride (1992, 1993), we have obtained governing equa-
tions for coupled deformation and two-phase flow. These
equations are similar to corresponding expressions for cou-
pled deformation and single phase flow (Pride 2005, Vasco
2009). This similarity should aid in the interpretation of
the coefficients and terms of the more complicated two-
phase equations. Furthermore, the approach should make
the extension to three phase conditions, such as oil, water,
and gas, less difficult. Such an extension will result in a
more complicated quartic equation for the longitudinal ve-
locities. However, the solution of a quartic equation still
has a closed-form expression in terms of its coefficients
(Stahl, 1997, p. 124).

The equations given here unify several earlier investiga-
tions of two-phase flow in a deformable medium (Berry-
man et al. 1988, Santos et al. 1990, Tuncay and Corap-
cioglu 1996, 1997, Lo et al. 2005) in which different
assumptions were made regarding the inclusion of cap-
illary pressure, the consideration of inertial effects of the
fluid, and the presence or absence of heterogeneity in the

medium. Here, as in Pride et al. (1992, 1993), we allow
for both the effects of capillary pressure as well as inertial
effects due to the relative acceleration of the fluids with
respect to the solid matrix. These effects are contained in
the complex, integro-differential operator v, whose form
may vary, depending on the various forces included in the
formulation. The methods presented in this paper are
also applicable to more general models of fluid flow. For
example, one could develop a model for wave propaga-
tion in a medium with patchy saturation (Dvorkin and
Nur 1998, Johnson 2001). In addition, one could consider
the mechanism of Biot-flow and squirt-flow, in which fluid
movement into microcracks is accounted for (Dvorkin et
al. 1994).

CONCLUSIONS

The asymptotic analysis presented in this paper leads
to a semi-analytic solution for a medium with smoothly-
varying properties. Our preliminary analysis, restricted
to the zeroth-order terms, provides explicit expressions
for the slowness of the longitudinal and transverse modes
of propagation. As in a homogeneous medium, a cubic
equation determines the slowness for the three modes of
longitudinal propagation. The coefficients of the cubic
equation are expressed as sums of determinants of 3 by 3
matrices. The elements of the matrices are the coefficients
in the governing equations. These determinant-based for-
mulas for the coefficients are much simpler than previous
explicit forms, are easy to implement in a computer pro-
gram, and should reduce the occurrence of algebraic er-
rors. Most importantly, the results are valid in the pres-
ence of smoothly-varying heterogeneity. Thus, the explicit
expressions for slowness provide a basis for travel time cal-
culations and ray-tracing in a heterogeneous poroelastic
medium containing two fluid phases.

The asymptotic results pertaining to the phase veloc-
ity are the first steps toward a full solution of the cou-
pled equations governing deformation and two-phase flow.
Following earlier work on single-phase flow, it is straight-
forward, though rather laborious, to derive an expression
for the amplitudes of the disturbances. Thus, one can
derive the zeroth-order solution, obtained by considering
the terms in the asymptotic power series corresponding to
n = 0. The solution is valid for a medium with smoothly-
varying heterogeneity. However, the exact definition of
smoothness is with respect to the scale-length of the prop-
agating disturbance. Thus, the notion of the medium
smoothness does depend upon the frequency range of in-
terest. If layering is present it can be included as explicit
boundaries within a given model, as can fault boundaries.
The full expression for the zeroth-order asymptotic so-
lution may be used for the efficient forward modeling of
deformation and flow. Such modeling encompasses both
the hyperbolic, wave-like propagation of the elastic com-
pressional and shear waves and the diffusive propagation
that occurs primarily due to the presence of the fluid.
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APPENDIX A: THE CONSTITUTIVE
EQUATIONS

In this Appendix we discuss the stress-strain relationships
used in this paper. These equations have a long history
and have evolved from the early constitutive equations
for an elastic solid. First, the equations of elasticity were
generalized to include a fluid (Kosten and Zwikker 1941,
Frenkel 1944, Biot 1956a, 1956b, 1962a, 1962b, Garg 1971,
Auriault 1980, Pride et al. 1992). Then, two immiscible
fluids were allowed to occupy the pore space (Bear et al.
1984, Garg and Nayfeh 1986, Berryman et al. 1988, San-
tos et al. 1990, Tuncay and Corapcioglu 1997, Lo et al.
2002, Lo et al. 2005) The stress-strain relationships de-
pend upon the elastic properties of the solid matrix and on
the properties of the two fluids contained within the pore
space. Specifically, the constitutive relationships depend
upon the bulk modulus of the solid material comprising
the grains of the matrix, K, and the bulk modulus of the
solid skeleton as a whole, the bulk modulus of the frame:
Ky¢,. In addition, the stress-strain relationship depends
upon the shear modulus of the solid grains G5 and upon
the shear modulus of the frame: Gy,. The mechanical
behavior of the poroelastic, fluid saturated body also de-
pends upon the bulk moduli of the fluids, as denoted by
K, and K3. The behavior of the fluid filled porous body
is also a function of the pore fraction, as represented by
the porosity ¢, and the fluid phase saturations S7 and Ss.
The quantity «; is the volume fraction of the fluid phase
¢ and is related to the fluid saturation according to

Note that the fluid saturations sum to one, S; + Sy = 1,
because they fill the entire pore space. As is well known in
the theory of the flow of immiscible fluids, in general there
is a pressure differential between the two fluids occupying
the pore space, the capillary pressure: P, = P — Ps,
(Bear 1972). This pressure differential, which is a func-
tion of the saturations, is responsible for the curvature of
the interface between the pore fluids. Because the fluid
saturations sum to unity, we can write the capillary pres-
sure as a function of one of the fluid saturations, say Sj.
Because we will be considering incremental pressures and
saturations, changes with respect to some background av-
erage pressures and saturations, we can linearize the rela-
tionship between the incremental saturation change and
the incremental pressure differences. Thus, we can write

dP.qp

Pr-P= S,

AS;, (A2)

assuming that one considers a small enough time incre-
ment such that the saturation change AS; is small.

The macroscopic stress-strain equations were derived
by Tuncay and Corapcioglu (1997) using the method of
averaging. This work generalized the single phase analysis
of Pride et al. (1992). The coefficients in the equations are
written in terms of the properties of the porous skeleton

and the fluids:

N =K;(1-9¢)—- Ky, (43)
dP
N = S S cap A4
2 102 dSl ( )
N3 = Ny [K1S1No + K2S3No + K1 Ko + (A5)

K2¢[K1Sy + K281 + No].

In terms of these coefficients, the stress-strain relationship
for the solid phase is given by

_(1 _¢)US = [allv 'us+a12V'u1 +a13V UQ]I

2
+Gyp |Vu, + (Vu,)" — 3V ul (A6)

where

_ K Ny (1 — (;5) [K1N251 + KoN5 Sy + KlKg]
N3

a1l

+K52K.fr¢ [K1S2 + K251 + No]

= (A7)
K1 K;N Ko+ N
a12 = ! 1¢f\; ( i 2) (AS)
3
a13 = K2K5N1¢}9V23(K1 + Na) (A9)

Similarly, the full stress-strain relations for the two fluid
components are

—(;5510'1 = [azlv “Ug + a2V -uy + a3V - UQ] I (AlO)

where

as) = a2 (All)
K165y [K20K251 + K29Na + KaN1N3Ss |
a2 = N
(A12)
K1K2S2¢S1 [K2¢ — N1 N.
s = 148202 1][\]3 1 2} (A13)
and

_¢520'2 = [a31V * Ug + a32V Uy =+ a33V . UQ] I, (A14)

where
as1 = ais (A15)
ase = as3 (A16)
K5S¢ [K§¢K152 + K2¢Ny + K1N1N251}
as3 = N .
(A17)

We shall need the stress-strain relationships in terms of
the solid displacements ug and the relative fluid displace-
ments w; = u; — Uy, the fluid displacement relative to the
current position of the solid matrix. Thus, we add and
subtract appropriately weighted us terms. For example,
equation A6, may be written

—(1—¢)os =[a1sV - us + a12V - wi +a13V - wa| I
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2
+Gyr |Vu, + (Vuy)" - SVl (A18)
where
a1s = a1 + a1z + a13. (Alg)
Similarly for the two fluid phases, we can write
—¢S10'1 = [CLQSV cUg + CLQQV W1 + a23V . WQ] I (A20)
and
—¢520'2 = [agsV -ug + a3V -wi +as3V - Wg] I (A21)
where

a2s = az1 + a2 + a3, (A22)

and
azs = a3l + as2 + ass. (A23)

We rename the coefficients in the stress-strain relation-
ships given above in order to bring them closer to the form
of the stress-strain relationships for a single fluid phase in
a poroelastic medium (Pride 2005):

_(1 - ¢)05 = [Kuv s+ CaV-wy +CV- W2] I

+G |V + (Vu,)" — %V-uSI : (A24)

—d)Slo’l = [OlsV ‘ug + M1V -wqi + M5V - WQ] I7
(A25)
and

—gf)SQO'Q = [OQSV ‘ug + MoV -wqp + MooV - WQ] I7
(A26)
where the coefficients are given by G ¢, and the parameters
Qe

K, =ais (A27)
Cs1 = ao (A28)
Cso = a13 (A29)
Gm =Gy (A30)
Cis = ags (A31)
M1 = ass (A32)
Mis = ass (A33)
Cos = ass (A34)
Mot = aszo (A35)
Msy = ass. (A36)
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APPENDIX B: AN APPLICATION OF THE
METHOD OF MULTIPLE SCALES TO THE
EQUATIONS GOVERNING COUPLED
DEFORMATION AND TWO-PHASE FLOW

In this appendix we use the method of multiple scales
to obtain a system of equations constraining the zeroth-
order amplitudes of the solid displacement, U?, and the
fluid velocities, W9 and W9, in a heterogeneous poroelas-
tic medium saturated by two fluids. The condition that
these equations have a non-trivial solution is sufficient to
provide equations for the phase velocities of the various
modes of propagation. The motivation for the method of
multiple scales is presented in the main body of the text.
In particular, see the discussion surrounding equations 25
through 30.

Let us begin with first of the governing equations, equa-
tion 19, after expanding all of the spatial derivatives:

VG, - VU,
+VG - (VU
—gvam (VU]
+G.,V - VU,
+GmV - (VU
26V (VU
+VK,V - -U;,
YK,V (V- U,)
V0LV W,
+COaV (V- W)
FVOLV - W,
+CeV (V- Wy)

Uy + 6 W + & Wo = 0. (B1)

The first step involves reformulating the governing equa-
tions in terms of the slow variables, introduced in equation
25. In order to do this we rewrite the differential operators
in slow coordinates, as in equation 29. We then substitute
the series representations for the vectors U, and W [see
equations 26 and 27|, retaining only those terms contain-
ing € ~ 1 and €', and we use the definition of 1 = V6 to

arrive at 5U
e (152
eVG ( 59 )
oU N\ "
+eVGE ( 50 >

2 oU,
250, (122

2
+eG,,V - (16U5> +eGpl-V (6U5> + Gl (1&>

00 00 002

T T 9 T
4G, V- laUS) +eGpl-V <%> +Gml-<l8 US>

a0 a0 002
—%va- (1- 3(;;5) I —%Gml- (v- 6;?) I
—%Gml- (1- 6;;*}) I+eVEK, (1- ‘9;;5>
+eK,V <1- 861;) +eK,l <v- 8(925) + K, 1 <1. 8;;5)
+eVCy (1 6;;71)
+eCyV (1- 6;;71)%0511 (v : ag;fl)Jrcsll (1- %)
+eV i (1 8;;72)
+eC VY (1- 6;;]2)%0521 (v : %)wsﬂ (1- %)
.Uy + W1 + &EW, = 0. (B2)

We can write equation B2 more compactly if we use the
fact that
U,

50— iU, (B3)
and
OW; .
50— TW,, (B4)

which follows from the form of the solutions 26 and 27.
Making these substitutions, we can re-write equation B2
as

eVGy, - (iI1Uy)

+eVG,y, - ((1U,)T
—%vam (1- U T]
+eGmV - ((1U,) + eGpl - V (iU,) — Gl - (1U)
+6GV - (i1U)T 4+ eGnl - (ViU,)T — Gl - AU,

2 2
~e5GmV (i1 U) T~ 3Gl - (V iU, T

+§Gml- (1-U,)I+4eVEK, (i1-U,)
+eK,V (il Uy) + eK,1(V-iU,) — K,1(1-U,)
+eVCy (i1- W)
+eCqV (i1- W1) + eC11(V - iW1) — Coy1(1- W)
+eVCys (i1 W)
+eCuV (i1- W) + eCyol (V - iW3) — Ceol (1- W)
1, U+ E5W1 4+ & W, = 0. (B5)

From equation B5 we can obtain all the terms necessary
for the first of the three governing equations, equation 19.
In particular, we can extract all terms of order €% ~ 1 that
are required to determine an expression for phase.

We shall also need the zeroth-order terms for the two
fluid equations 20 and 21. We will use index notation to
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represent the pair of equations by a single expression. The
expanded version of the index equation is given by

VCisV - U,

+C;,VV - U,
+VMaV - Wy
+ M VV - Wy
FVMV - W,
+ M VV - W,
U, + T;W; =0, (B6)

where the index 4 signifies the fluid that is under consider-
ation. Substituting the differential operators and retain-
ing terms of order £° and e!, and using the definition of

Vo =1,
eVCis <1~ 8(;5) +eCisV (1. 86[;5)
+eC;1 (v : a(%) + Cisl (1- "’;;s)
+eV M (1. 8;7;1) +eMyV <1- %)
+eM;l (v : ag;n) + Mjl (1 82;71)
+eV M, (1- %)
+eMpV <1~ a;?\gg) + eM;s] <v- 8¥2>
+M;ol (l . %) + U, +I;W,; =0. (B7)

Using the property of the partial derivatives given by
equations B3 and B4, we can write equation B7 as

ieVCis (1-Uy)
+ieCi [V (1-U,) +1(V - Uy)] - Gl (1-U,)
eV M (1- W)
+ieMi [V (- W) +1(V-Wy)] — M1 (1- W)
eV M (1- W)
+ieMia [V (1- W3) +1(V - Wa)] — Ml (1- Wa)
U, + TiW, = 0 (BS)

for i = 1,2 for the two fluids, respectively.

Terms of Order Zero:

In this sub-section we consider terms of the lowest order in
€, terms of order zero. For smoothly-varying heterogene-
ity such terms are the most significant. Gathering terms
of zeroth-order from equation B5 leads to the following
equation:

2
—Gl?U0% - G, 11-U% + gGmu -U? - K, 11-U° + 1, U°

—Cll- W) — Cooll - W) + EW) + W) =0 (B9)

where

1-U2=1(1-UY). (B10)

Note that we can represent B10 as an operator, a dyadic
(Ben-Menahem and Singh 1981, Chapman 2004) applied
to UY:

11-02) =1(1- 1) UY (B11)

where I is the identity matrix with ones on the diagonal
and zeros off the diagonal. Alternatively, one may think
of the dyadic 11 as the vector outer product 117, where 17
signifies the transpose of 1, converting the column vector
1 to the row vector 17.

Combining like terms and defining the coefficients

(B12)

a=v,— Gpl?

and

1
BZKu‘FgGma (B13)

We can re-write equation B9 as
QU — AU+ 6 WY —C 11 WY+ LW — Cpll WY = 0.

(B14)

We can treat the equations pertaining to the two fluids,
as expressed in B6, similarly. Collecting the zeroth-order
terms in equation B8 produces the equations

v UY — Cil1-U? — Mjll- W9 — Mpll- WY 4+ T, WY =0,

(B15)
where the index i takes the values 1 or 2, depending on
the fluid under consideration.
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APPENDIX C: REDUCTION OF THE
DETERMINANT

In this Appendix we demonstrate that the vanishing of
the determinant of the 9 x 9 coefficient matrix in equation
31,

ol —p1-1 EI-Caqll- T  &EI—-Cell-1
I= V11—01511'I Fl]:—Mllll]: —M1211'I
I/QI - 02511 o | —M2111 -1 FQI — M2211 o |
(€1

is equivalent to the vanishing of the determinant of a much
smaller 3 x 3 matrix. The determinant of a matrix is given
by the product of its eigenvalues (Nobel and Daniel 1977).
Thus, the vanishing of the determinant is equivalent to
the vanishing of one or more eigenvalues of the matrix
I'. Furthermore, there will be an eigenvector is associated
with the zero eigenvalue.

Based upon physical considerations, in particular the
polarizations of the modes of propagation in a poroelastic
medium, and the structure of the matrix C1, the vectors

y1l
el=1 wl |, (C2)
ysl

ert = =Lt |, (C3)

and

et = | talbt |, (C4)

are suggested as potential eigenvectors of the matrix T'.
Here, ;- and 1% are two orthogonal vectors lying in the
plane perpendicular to 1. Physically, the vector e corre-
sponds to longitudinal propagation, when the fluid and
solid displacements are parallel to the direction of propa-
gation. Conversely, the vectors e;* and ey correspond to
transverse motion in which the direction of fluid and solid
displacement is perpendicular to the direction of propaga-
tion. The physical motivation is from wave propagation in
a homogeneous medium. In a homogeneous medium one
can use potentials to decompose an elastic disturbance
into a longitudinal mode of propagation and two trans-
verse modes of propagation (Aki and Richards 1980). The
structure of the matrix I' also suggests that the vectors
C2, C3, and C4 are potential eigenvectors. Specifically,
each 3 x 3 sub-matrix in I" contains the terms I and 11- 1.
When these terms are multiplied by 1 the results are pro-
portional to 1. When the terms are multiplied by 1{- and
15 the first term gives the same vector while the second
term vanishes. Thus, the vector 1, and vectors perpendic-
ular to it, provide special directions for the matrix I'.

For illustration, we shall consider the eigenvector e’ as-
sociated with the longitudinal modes of propagation, dis-
placement in the direction of propagation 1. Because it is
an eigenvector, the vector e’ satisfies the equation

Te' = \e'. (C5)

Furthermore, as we are interested in the case in which the
determinant vanishes, the eigenvalue of interest is the one
that vanishes, reducing equation C5 to

Te! =0. (C6)

From the algebraic form of the coefficient matrix I" and
the form of the eigenvector e!, equation C6 is equivalent
to

Oé — 6[2 I 51 5112} I [52 — 05212} I

— Oy l? ~Mul?]T —Ml%1
1/2 — Cgs —M2112I [1—‘2 — M2212] I
y1l
X y21 = 0. (07)
ysl

The requirement that this equation have a non-trivial so-
lution is the vanishing of the determinant of the coefficient
matrix,

[Oé — ﬁlﬂ I [51 — 05112] I [52 — nglﬂ I
det — 01512 I [Fl — Mlllﬂ I —M12ZQI
Vo — 02512 I —M21Z2I [FQ — MQQZQ] I

(C8)
At this point we invoke a theorem from linear algebra
regarding the determinant of a matrix composed of block
sub-matrices (Silvester 2000). The theorem states that
the determinant of a matrix tensor product

lllQ ZIQQ ll3Q
LeQ=1| 21Q [xQ [Q |, (C9)
131Q 132Q 133Q

where Q is a 3 X 3 matrix and

lll ll2 113

L= 121 122 123 5 (010)
ls1 32 a3
is given by
det (L ® Q) = (det L)® (det Q). (C11)

Applying this theorem to the coefficient matrix in equa-
tion C8, and making use of the fact that Q is the identity
matrix, we derive the condition

o — 512 &1 — 05112 & — 05212
det vy — Clsl2 Iy — M1112 —M1212 =0,
vy — Cosl®>  —Mnl? Ty — Mpl?
(C12)
the vanishing of the determinant of a 3 x 3 matrix.
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APPENDIX D: COMPUTING THE
DETERMINANT FOR THE LONGITUDINAL
MODE OF PROPAGATION

In this Appendix we detail the computation of the deter-
minant of the matrix
ve—Hs & —Cas & —Cgas
M = vy — ClSS Fl - Mlls —M12S (Dl)
vo — Cass  —Mais Tz — Mags

where s = [2. The principle, that we shall apply repeat-
edly, relates to the determinant of a matrix containing a
column in which each element is the sum of two terms. A
theorem in linear algebra shows that the determinant of
such a matrix may be written as the sum of two deter-
minants, each of which contains one element of the sum
(Noble and Daniel 1977, p. 200). We shall illustrate this
principle by an application to the matrix M given above.
Each element of the first column of this matrix is the sum
of two terms. Thus, we can write the determinant of M
as

vs—Hs & —Cas & —Csas

det v1 —Cigs T'1 — Miqqs —Mjiss
vog —Cass  —Mas  I'a — Maas

vs &1 —Cas & —Csas
= det 141 Fl — M118 —M125 (D2)
Vo —M218 1—‘2 — M228
H & —Cas & —Csas
—sdet 015 Fl — M11$ —M125
Cas —Msys  T'g— Mags
We can apply this principle recursively, first to the second
column of each of the component matrices in equation D2
and then to the third column of each of the component
determinants, obtaining a cubic equation in s. We can
write the cubic equation compactly as

Q383+Q282+Q18+Q0 =0 (D?))
if we define the coefficients
H Osl 052
Qz=det | Cis M My |, (D4)
Cos Mgy Mo
Vg Csl Cs2 H 51 Cs2
Q2 =—det | v My M |—det| Cis I't My
vo Mo Moo Cos 0 My
H Ca &
—det Cls M11 0 y (D5)
Cos Mo To
Vg 51 052 Vg Osl 52
Q1 = det 1 I'y Mo + det v My O
Vo 0 M22 1) M21 1—‘2
H & &
+ det Ols Fl O 5 (DG)
Cos 0 I
Vs 51 52
QQ = — det 141 Fl 0 . (D7)

170 0 FQ

21
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FIGURE CAPTIONS

Figure 1. The relative permeability curves of Mualem
(1976) for fluid flow in a porous medium saturated by
two fluids. The curves describe the variation of the rel-
ative permeability k;.(S;), the function appearing in the
expressions 65 and 66 for Cy and Cs. The algebraic ex-
pressions for these curves are given by equations 75 and
76. Fluid 1 is the gas phase (air), while fluid 2 is the liquid
phase (water).

Figure 2. The three phase velocities associated with
the longitudinal modes of propagation in a porous medium
saturated with two fluids. The phase velocities are plotted
as functions of water saturation. The frequency used in
the computations was 1000 Hz. The phase velocities are
determined by the real component of the roots of the cubic
equation 36.

Figure 3. The attenuation of a propagating longitudi-
nal mode of displacement, plotted as a function of water
saturation. The frequency used in the computations was
1000 Hz. The attenuation is determined by the imaginary
components of the three roots of the cubic equation 36.

Figure 4. Velocities for the first (fastest) longitudinal
mode, known as P1, plotted as a function of the water
saturation. Two fluid mixtures are shown in this figure:
a mixture of air and water and an oil-water mixture. The
velocities calculated using the expressions in this paper are
plotted as symbols, open circles for the oil-water system
and filled squares for the air-water system. In addition,
the values computed using the formulas of Tuncay and
Corapcioglu (1996) are plotted as a dashed line (oil-water)
and as a solid line (air-water).

Figure 5. The velocities associated with the second
or intermediate (P2) mode of propagation, plotted as a
function of water saturation. The values computed using
the formulas of Tuncay and Corapcioglu (1996) are plotted
as a dashed line (oil-water) and as a solid line (air-water).

Figure 6. The velocities associated with the third (P3)
mode of propagation, plotted as a function of water satu-
ration. The values computed using the formulas of Tun-
cay and Corapcioglu (1996) are plotted as a dashed line
(oil-water) and as a solid line (air-water).

Figure 7. The velocities associated with the second
or intermediate (P2) mode of propagation, plotted as a
function of water saturation. The velocities are shown for
three different frequencies: 50, 100, and 200 Hz. As in
Figures 5 and 6, the values computed using methods in
this paper are indicated by the symbols while the values
computed using the methods in Tuncay and Corapcioglu
(1996) are indicated by the solid and dashed lines.

Figure 8. The velocities associated with the third (P3)
mode of propagation, plotted as a function of water sat-
uration. The velocities are shown for three different fre-
quencies: 50, 100, and 200 Hz. The values computed using
methods in this paper are shown by the symbols while the
values computed using the methods in Tuncay and Corap-
cioglu (1996) are indicated by the solid and dashed lines.

Figure 9. Relative permeability curves based upon

the experiments of Wyckoff and Botset (1936) on the flow
of gas-liquid mixtures through unconsolidated sands. The
relative permeability functions are based upon cubic spline
fits to a set of digitized points.

Figure 10. Observed (filled squares) and calculated
(open circles, crosses) phase velocities of the phase ve-
locity of the transverse mode (lower curve) and the first
longitudinal model (upper curve). The observed values
were obtained from the experiments of Murphy (1982).
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DISCLAIMER

This document was prepared as an account of work sponsored by the United States
Government. While this document is believed to contain correct information, neither the
United States Government nor any agency thereof, nor The Regents of the University of
California, nor any of their employees, makes any warranty, express or implied, or
assumes any legal responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product, or process disclosed, or represents that its use would not
infringe privately owned rights. Reference herein to any specific commercial product,
process, or service by its trade name, trademark, manufacturer, or otherwise, does not
necessarily constitute or imply its endorsement, recommendation, or favoring by the
United States Government or any agency thereof, or The Regents of the University of
California. The views and opinions of authors expressed herein do not necessarily state or
reflect those of the United States Government or any agency thereof or The Regents of
the University of California.

Ernest Orlando Lawrence Berkeley National Laboratory is an equal opportunity
employer.
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