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VIBRATIONAL RELAXATION AND ENERGY TRANSFER
OF MATRIX ISOLATED HC1 AND DC1

Jay Martin Wiesenfeld
Abstract

Vibrational kinetic and spectroscopic studies have bee
performed on matrix-isolated HC1l and DCl between 9 and 20 K.
Vibrational relaxation rates for v=2 and v=1 have been measured by
a tunable infrared laser-induced, time-resolved fluorescence
technique. In an Ar matrix, vibrational decay times are faster
than radiative and it is found that HCl relaxes about 35 times & »re
rapidly than DC1, in spite of the fact that HCl must transfer mo: -
energy to the lattice than DCl. This result is explained by postu-~
lating that the rate-determining step for vibrational relaxation
produces a highly rotationally excited guest in a V+R step; rotational
relaxation into lattice phonons follows rapidly. HCl v=1, bhut not
v=2, excitation rapidly diffuses through the sample by a resonant
dipole-dipole vibrational energy transfer process. Molecular complexes,
and in particular the HCY dimer, relax too rapidly for direct obser-
vation, <l ps, and act as energy sinks in the energy diffusion process.
The temperature dependence for all these processes 1s weak--less
than a factor of two between 9 and 20 K. Vibrational relaxation of
HC1 in N2 and 02 matrices is unobservabtle, presumably due to rapid
V2V transfer to the host. A VR binary collision model for relaxa-

tion in solids is successful in explaining the HC1(DCl)/Ar results as
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well as results of other experimenters. The model considers relaxation
to be the result of "collisions" due to mclecular motion in quantized
lattice normal medes--gas phase potential parameters can fir the matrix

kinetic data.



And also beeause all Creation is simpler
Than scme of our erafty philosophers think.

%
B. Pasternak

%
Dr. Zhivago, Signet, New York (1958):
“False Summer," in the "Poems of

Yurii Zhivago.
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varies between transparent and totally opaque. The signal from v=2 is
assumed to have a 8=1, since v=2 + 1 emission cannot be absorbed by

ground state HCl guests. Integrating Eqs. (17) and (18) over all time

gives:
o0
SZ = Sz(t) dt = gAZNOT2 (19)
1]
S1 = Sl(t) dt = gsgAlNorl (20)
0

where T, = l/k21 and T 1/k10. S is the experimentally measured
parameter, With a suitable choice for §, the value of £ can be deduced,
thus 1indicating the extent of V + V processes in the relaxation of v=2,

A simple one dimensional model for optical demsity is illustrated
in Fig. 8. 1t is assumed that the decay lifetimes are short relative
to the radiative lifetimes, so that lifetime distortions due to radia-
tion trapping may be neglected, The number of photons emitted between
x and dx is fi(x)dx. The number of photens surviving the thickness 1

after emission at x is

X

n(x) = ix) e~ dx.

Assuming that the initial excitation is uaiform so that f(x) is inde-
pendent of x, fi(x) = no/I where n, is the total number of emitted photons.
The number of photons emerging after the thickness 1 is

1
n n

= 2 X =2 (1M
n T e dx " (l-e ).
0

The optical density factor is then

1

=B ol Y
5 = o 1 (l-e ™), 21)

[s]
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CHAPTER I
INTRODUCTION

Vibrational relaxation and energy transfer processes in the gas
phase have been comparatively well studied and many of the basic features
of these collisional processes have been ascertained. Studies of
vibrational relaxation and energy transfer in simple condensed phase
systems, however, are just beginning to yield interesting results.l A
variety of processes may follow vibrational excitation of a diatomic
or the lowest energy mode of a polyatomic guest species in a simple
solid host: 1) the molecular vibration may relax by radiative decay;

2) the vibration may relax by coupling with delocalized lattice phonons
(V+P); 3) the vibration may relax into modes localized at the lattice
site of the guest, such as guest rotation (V+R); 4) vibrational energy
may be resomnantly transferred from one guest molecule to another leading
to energy diffusion; 5) the excitation may be ncrn-resonantly transfer-
red to a chemically different guest species; and 6) a chemical reaction
of the excited molecule may occur. Processes 2 and 3 are the mechanisms
for vibrational relaxation of an isolated guest species and are col-
lectively labeled V»R,P processes. Processes 4 and 5 are V+V processes.

When, after pulsed vibrational excitation, the ensemble returns to
equilibrium, the energy of excitation will have been transformed to the
lowest energy, highest density modes of the system--the delocalized
lattice phonons. For sjmple monatomic solids, only acoustic phonons
of energies below 100 cm_l exist. Vibrational energies of the simple
molecules considered here exceed 2000 cm-l, 50 ultimately, at least 20

lattice phonons will be created in the relaxation process. Study of



the relaxation behavior of various guest/host systems allows deduction
of the principal energy decay route and hence, gives information con-
cerning the most important gues(-iost interactions in solids. Concept-
ually, the simplest system to study is that of a diatomic molecule,
which has only one vibrational coordinate, in a monatomic lattice, in
which only low frequency acoustic phonons are present. The vast
majo¥ity of experiments performed to this date have concerned vibra~
tional relaxation of diatomic molecules or thellowest frequency normal
mode of polyatomic molecules.

In 1965, Sun and Rice2 performed a calculation which suggested that
vibrational relaxation of small guest molecules in cryogenic solids
might be slow, in contrast to the notion prevalent at the time that
relaxation in solids ought to be rapid since the large number of phonon
modes In the solid produces a huge density of final states for the
relaxation process. The first experimental observation of slow vibra-
tional relaxation was by Tinti and Robinson3 who observed vibrationally
unrelaxed phosphorence from x-ray excited NZ(Aaz) in Ar, Kr, and Xe
matrices, The first direct measurement of a vibrational lifetime of a
matrix isolated species was due to Dubost et al.,4 who measured the
relaxation rate of CO in an Ar lattice. (Subsequent work showed that
relaxatfon of CO in Ar is radiative,5 and that the earlier measured rates
were due to V-V transfer to impurifies.)

Experimentally observed vibrational relaxation times of matrix
isolated species span several orders of magnitude. Molecules with large
vibrational frequencies and large moments of inertia (hence small B
constants) relax very slowly. The vibrational lifetime of CO in Ar or

Ne matrices is 14 ms and energy decay is radiative.5 Homonuclear



diatomics relax even more slowly: The vibrational relaxation time of

€, in Kr is 288 ms,6 that of Nz (xlz) in solid N, is tens of milli-

2 2

seconds,7 and vibrational relaxation within N2 (AJE) in rare gas matrices
requires ahoug one second.3 The wibrational lifetime of NZ in pure
liquid Nz exceeds 56 seconds.8 Molecules with smaller momencts of

inertia relax more rapidly. Vibrational relaxation of OH/OD (A2£+)9

and ﬁH/ND (Aan)10 in rare gas solids as well as the vy mode of NH., in

3
Nzl’11 and the g mode of CHBF/CDaF in Kr]2 occur on a 1-10 ps timescale.

In these hydride/deuteride svstems as well as in NH/ND (x3z) in Ar,13
the hydrides are observed t» relax more rapidly than the deuterides,
Bondybey and Brusg’10 have accounted for this by proposing that guest
rotation is the accepting mode for vibrational relaxation in the solid.
Legay1 has correlated existing experimental data to this hypothesis with
a good degree of success. Radilative decay competes with and can be
faster then relaxation into rotation for molecules with large moments
of inertia., Processes 1 and 3 appear to be more important than process
2 for vibrational relaxation in solids.

Resonant and non-resonant energy transfer prccesses (processes 4
and 5) which lead to concentration of vibrational energy on a small
number of highly excited guest molecules have been reported for CO in
Ar and Ne.5 Long-range energy traunsfer unaided by energy diffusion
has been reported for NH/ND (Aaw) as the energy donor species with
various acceptor species.lh Very recently, Ambartzumian and co-workers
have reported the photodissociation of SF6 in an Ar matrix upon absorp-
tion of many photons of CO2 laser radiation.15 This is the only

reported example of procass 6.



Experiments described in this thesis have been concerned with the
vibrational relaxation of matrix isolated HCl and DCl. The HCl system
is a particularly useful prutotype. It is a stable molecular species
and solid solutions of known concentration can be prepared. The vibra-
tional spectrosccpy of matrix-isolated HCl and DCl has been extensively
studied, both experimentally16 and theoretically,17 and the forces re-
sponsible for the spectral perturbations are known.17 Most of the
experiments were performed on HCl in an Ar matrix. The HCl-Ar inter-
action has been well studied in the gas phase by molecular beam scai-
tering techniques18 and by spectroscopic observation of the ArHCl
van der Waals ’molecx:;le.lg—21 A single potenflal function for HCl-Ar
which describes many phenomena of the HCl-Ar system has been proposed.22
Finally, vibrational relaxation of HCl by Ar in the gas phase has been
:studied.23 The results of this study are not explained by the proposed
potential function of Reference 22, however. From an e.pe.imental
point of view, HCl has widely separated absorption lines so that 1t can
easily be excited to a single rotation-vibration level., A single
vibrational band !s readily observed in fluorescence, so the detailed
kinetics of a single vibrational level can be followed.24

The logical structure of the experiments reported in this thesis
is as follows: Prepare an ensemble of guest molecules initially excited
to a single rotation-vibration level, Observe the decay kinetics of
tk> ensemble subsequent to excitation and relate this to the level
excited and the perturbations experienced by the guest. The questions
asked are: What is the vibrational decay mechanismn? What is the role

of ensemble processes such as V+V transfers in the overall decay process?

How are guest properties determined from measurement of static



spectroscoplc properties related to the kinetiec behavior? The experi-
ments performed are both spectroscopic studies and kinetic studies by a
Jlaser-induced, time-resolved infrared fluorescence technique.

The thesis is organized as follows: Chapter II is a presentation
of the experimental techniques. In Chapter ILI, the spectroscopy of
the systems studied is described in detail. 1In particular, the energy
level structure for HCl and DCl is determined and the forces responsible
for the shift of the gas phase free rotnr structure to the observed
level structure in the matrix are described. A very complete descrip-
tion of the energy levels thermally accessible at cryogenic temperature
results. In Chapter 1V various kinetic schemes and models for the
behavior of an ensemble of excited guest species are described. Chapter
V contains the kinetic results and a description of the observed decay
mechanism. Rotation is found to be the energy accepting mode in the
rate-limiting step of vibrational relaxation. ¥~V phenomena such as
energy transfer from HCl monomer to HCl dimer are also observed.
Finally, in Chapter VI, theoretical models for the vibrational relaxa-
tion of an isolated guest molecule are discussed. Direct VP mechanisms
are found to be unsatisfactory. A binary collision madel for V-R,P
relaxation is proposed and compared to available relaxation data for
matrix isolated species. Other recent V-R,P theories are also discussed.
A general overview of each chapter is provided in the introduction to
the chapter.

The major conclusions of this work as as follows: 1) Non-rau'ative
relaxation of HC1l/Ar is due to V»R,P relaxation, and is not extremely
rapid; 2) Species which are complexes of NCl (such as dimer) relax

rapidly and can serve as energy traps when HCl monomer vibrational



excitation diffuses about the sample; and 3) Relaxation can be described
in terms of a binary collision model in the solid in which relaxation
is due to short-ranged repulsive interactions; the part of the potential
primarily responsible for vibrational relaxation is not the part of the
‘potential primarily responsible for spectroscopic perturbations.

Many questions about vibrational relaxation in matrices remain
unanswered. Interpretable data concerning the effect of host lattice
on V+R,P processes is lacking. The role of diffusion in aiding V-V
transfer from a donor guest species to an acceptor guest speciles is
not well under:tood and experimental demonstration of the full range
of ensemble-averaging discussed in Chapter IV does not exist. The study
of intra-molecular V+V processes of a polyatomic matrix-isolated guest
is just beginning.25 Also, studies of chemical reaction of vibra-

tionally excited species in matrices are just beginning.15
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CHAPTER II

EXPERIMENTAL

A. Introduction

The fundamental goal of these studies is to observe the energy
relaxation processes which return a vibrationally excited ensemble of
guest molecules isolated in a host lattice to thermal equilibrium. The
simplest guest-host system is chosen for study--a diatomic guest in a
monatomic or diatomic host lattice. Since the simple host lattices are
van der Waals solids, it is necessary to prepare samples at cryogenic
temperatures. Vibrational disequilibrium is produced by exciting a
single vibration-rotation level of the guest molecule with a tunable
infrared optical parametric oscillator (OPD), Spectrally and temporally
resolved infrared fluorescence yields kinetic data on the processes
returning the ensemble to equilibrium. Emission and fluorescence exci-
tation ~pectra provide informaiion as to which states are involved in
the relaxation process. Absorption spectroscopy provides information
concerning the energy states of the system populated in thermal equili-
brium, as well as the identities and concentrations of species that are
present in the sample.

The experiments performed involved two phases: sample preparation
and characterization by infrared absorption spectroscopy; and fluores-
cence experiments. Samples are prepared by the matrix isclation
technique using a closed cycle helium refrigerator capable of cooling
to 9 K. Infrared absorption spectra are recorded on a medium resolution

spectrometer using standard infrared techniques. The souvce for the
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fluorescence experiments is the OPO, used successfully by this group for
studies of energy transfer in the gas phase. The OPO is capable of
producing pulses of up to 30 uJ energy in B0-200 nsec, with a spectral
linewidth much narrower than the sample absorption linewidth. Thus,

the lager source produces a monochromatic delta function excitation
pulse. Fluorescence is observed uging doped Ge infrared detectors
capable of responding to times shorter than one microsecond. A variety
>f post-detector electronics is used depending upon the type experiment
being performed.

This chapter is divided into three further sections, 2ach elabora-
ting on one of the aspects mentioned above. The details of the matrix
isolation procedures used in this work are described in Part B; both
haidware characteristics and experimental procedure are treated., The
details of the absorption spectroscopic techniques are presented in
Part C. Finally, the varilety of fluorescence experiments are described

in Part D.

B. Matrix Isolation

1. General Aspects

The techniques of matrix isolation involves trapping a molecule to
be studied in a rigid, inert host lgttice. The trapped molecule (guest)
is usually present in a very dilute concentration so that guest-guest
interactions are minimal; typically, M/A ratios (inverse mole fractions--
matrix to absorber ratios) exceed 1000. The most frequently used host
materials are the rare gases and nitrogen, so the production of a rigid
host lattice requires cryogenic temperatures. Even though the guest
species is present as a dilute species, it can be present at large con-

centration relative to the gas phase, since solids have a molecular
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density equivalent to about 1000 atmospheres. Guest molecules are
effectively isolated since the rigid lattice precludes translation, and
all guest-guest interactions must therefore be relatively weak, long-
ranged ones. The guest-host interactions are usually weak. The cryo-
genic temperatures used simplify the guest system since only a few
quantum states of the guest have an appreciable population. Since the
inttbduction of the matrix isolation technique in 1954 by Whittle, Dows,
and PimentelI and by Norman and Porter.2 the primary applications have
been spectroscopic. Two comprehensive reviews of the techniques and
results of matrix isolation studies have recently appeared.B’A

A particular matrix sample may be characterized by several pro-
perties: a) temperature, b) concentration, c) degree of isolatioen,
d) crystalline quality of the host lattice, and e) purity. A matrix
is a non-equilibrated system constrained from reaching equilibrium by
barriers that are large relative to the thermal energy available at
cryogenic temperatures. The properties of the matrix will therefore
depend somewhat on the preparation and the history of the sample,
particularly on the temperature history. When the guest is a stable
molecular species, mztrices are usually prepared by vapor deposition of
a pre-mixed gaseous sample onto a support maintained at cryogenic
temperature. The lattices formed by this method are by no means perfect
crystals.

The concentration of a guest in the host is usually taken to be
the same as that of the premixed gaseous sample. The guest and host
species may have different sticking ceefficients onto the support, but
the guest is present in small concentration, and a continual back-

pressure of host gas during the deposition process should prevent the



guest from escaping if it should initially not stick to the support. It
is likely that the effective sticking coefficient of the guest will be
nearly the same as that of the hust. The sticking coefficient for Ar,
Kr, and Xe gases impinging on a target at 8 K has been reported to be
0.95 ¢ 0.05.°

The guest species is isolnted because 1t is trapped in the host
lattice. Diffusion within the solid lattice occurs when the temperature
becomes high enough for the solid to become non-rigid. Generally, dif-
fusion will cause the guest species to form molecular aggregates, thus
leading to a loss of isolation of the puest molecules. As a rule of
thumb, the temperature at which diffusion begins to occur is one-third
the melting temperature of the host lattice.3 During deposition from
the vapor phase, some diffusion will occur, since the gac must be cooled
from ambient temperatures to cryogenic temperatures. Upon initial con-
densation, the solid will be soft and diffusion will occur on the newly
formed solid surface. 1In general, this diffusion that is inherent in
the deposition process will cause guest aggregates to be present in
greater than statistical quantity. In dilute samples, the probability
of formation of any aggregate beyond dimer becomes remote, and aggre-
gation can be minimized by working at high dilution. The greatest degree
of isolation is obtained by depositing the matrix on a support held at
the lowest temperature possible, since this will cause the solid to
become rigid in the shortest possible time.

The host lattice formed by vapor depossition is composed of micro-
crystallites,6’7 estimated to be about 100 & in size.7 The polycrystal-
line nature of the lattice is due to rapid crystal formation upon cooling

from the vapor phase, and causes matrices to be quite scattering to
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incident radiation., Many atoms and molecules in the matrix are condensed
in non-equilibrium sites and are trapped there, Deposition at higher
temperatures improves the crystalline quality of the matrix and produces
a less scattering sample.  Also, a warming of the matrix after deposi-
tion (annealing process) will improve the crystalline g lity of the
lattice. Crystalline quality improves wi:en the iength of time for
crystal formation from the vapor phase is lengthened, but these are
conditions under which diffusion occurs. Thus, the goal of producing a
good crystalline matrix is somewhat opposcd to the goal of producing a
high degree of guest isolation, and a suitable compromise must be
reached when deciding upon deposition conditions, The crystal struec-
ture of the matrix is generally that of the pure crystal of the host
latticee’7 which is face centered cubic (fcc) for the rare gas crystals.
It has been observed, however, that large amounts of impurity can sta-
bilize the metastable hexagonal close packed (hcp) structure of solid
Ar.s Some useful properties of the most frequently used matrix host
lattices--the rare gases, nitrogen, oxygen, and carbon monoxide - are
collected in Table 1.

The variables under the control of the experimenter during the
matrix deposition process are concentration, temperature of deposition,
and rate and method of deposition. Aggregation effects are r«duced by
working at high dilution, but high dilution requires a large amount of
sample in order to observe useful experimental signals, and large amounts
of sample makes spectroscopy difficult, since matrices are scattering.
Deposition at a low temperature yields good isolation, but produces a
scattering matrix. Deposition at a fast rate produces a large thermal

load on the cryogenic cooler, and causes the effective deposition



Table II-la. Some Physical Properties of Rare Gas Solidsa’b

Ne Ar Kr Xe
Crystal structure fce fce fce fee
Lattice constant (A) 4.46 5.31 5.64 6.13
Nearest neighbor dist. (&) 3.16 3.76 3.99 4.34
Number density (lOzzlcma) 9.52 2.67 2.87 2,00
Mass density (g/cm>) 1.51 1.77 3.09 3.78
Melting temp. (K) 24.6 83.3 115.8  ° 16l.4
Debye temp. (K) 75 92 72 64
Debye frequency (cm_l) 52 64 50 44
e/k (K 36.3 119 159 228
o & 3.16 3.87 4.04 4.46
10K 1.25 0.90 1.46 1.9
Heat Capacity 20K 4.37 2.82 3.67 4,00
(cal/mole-k) 30K 4,39 5.01 5.19
70K 6.96 6.57 6.32
K 30
3K 46
Thermal conductivity 4.2k 42 4.8
(mW/cm~K) 8K 60
10K 8 37 17
20K 3 14 12
77K 3.1 3.6
Refractive index, , _ .500u% 1.28 1.34 1.47
.546° 1.23 1.26 1.28
L6459 1.34 1.43
L6943, 1.27
10.04 1.41

 Data with unspecified temperature is for 4.2 K. Only heat capacity
and thermal conductivity vary by more than a few percent between 0 and 20 K.



Table II-la. Footnotes (continued)

b Sources for unreferenced data:

H. E. Hallam, Vibrational Spectroscopy of Trapped Species,
Wiley, New York (1973), Chapter 2.

C. Kittel, Introduction to Solid State Physics, éth ed.,
Wiley, New York (1971).

G. L. Pollack, .Rev. Mod. Phys., 36, 748 (1964).

D. E. Gray, ed., American Institute of Physics Handbook,
37d ed,, McGraw-Hill, New York (1972).

€ Parameters for Lennard-Jones (6, 12) potential,
d J. Marcoux, Can. J. Phys., 48, 1949 (1970).
€ 3. Kruger and W. Ambs, J. Opt. Soc. Am., 49, 11595 (1959).

£ G. J. Jiang, W. B. Person, and K. G. Brown, J. Chem. Phys.,
62, 1201 (1975).
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Table II-lb. Some Physical Properties of Molecular Solidsa’b
N2 02 co
Crystal structure fee monoclinic fce
Lattice parameter (K) 45.64 5.63
Mean site diamter (R) 3.99 3.64 4,00
Site shape (&) 4,52 4.18 4,61
x X x
(3.42)2 (3.20)° (3.48)%
Yunber density (102%/cm) 2.45 2.96
Mass density (g/cm3) 1.14 1.57
Melting temperature (K) 63.2 54.4 68.1
Debye temperature (K) 68 91
Debye frequency (cm—l) 47 63
e/R (®)°© 90 110 100
s (&)° 3.7 3.5 3.7
Phase transition fce+hep monoclinic fee+hep
+
rhombohedral
Transition temperature (K) 35.6 23.8 61.6
10K 1.06 0.60 2.0 (15K)
Heat capacity gy 4.50 3.27 3.7
(cal/mole=K) 30K 8.26 11.0 5.9
Refractive index,l - .54611d 1.22 1.25
10.00° 1.40

% pata with unspecified temperature pertains to 4 K.
b Sources for unreferenced data:

H. E. Hallam, Vibrational Spectroscopy of Trapped Species,
Wiley, New York (1973), Chapter 2.

J. 0. Clayton and W. F. Giaque, J. Am. Chem. Soc., 54, 2610
(1932).

C. S. Barett, L. Meyer, and J. Wasserman, J. Chem. Phys.,
47, 592 (1967).
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Table II-1b. TFootnotes (continued)

D. E. CGray, ed., American Institute of Physics Handbook,
- 3rd eod., McGraw-Hill, New York (1972).

J. 0. Hirschfelder, C. F. Curtiss, and R. B. Bird, Molecular

Theory of Gases and Liquids, Wiley, New York (1954%).

¢ Parameters for Lennard-Jones (h, 12) potential.

d J. Kruger and W. Ambs, J. Opt. Soc. Am., 49, 1195 (1959).

€ c. J. Jiang, W. B. Person, and K. G. Brown, J. Chem. Phys.,
62, 1201 (1975).
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temperature to be higher than the temperature of the support medium.
The slower the deposition rate, however, the more time required to
prepare a sample, and impurities which leak into the apparatus will be
incorporated into the matrix in a proportionately large amount, All of
these effects depend a great deal on the nature of the guest and host
materials, As can be seen, there are many tradeoffs involved in
producing a matrix, and all effects are inter-related. The combined
effect is to make production of matrices a bit of "black magic."”

A very simple way of viewing a matrix isolated specles is as a
""eold gas,"3 suspended in an inert structureless medium of finite
dielectric constant. The guest molecules are assumed to have identical
properties to single gas phase guest molecules, and to be distributed
uniformly and randomly throughout the sample. At higher levels of
sophistication other effects must be included. The guest-nost inter-
actions will modify the properties of the guest molecule relative to
the gas phase guest. Tn particular, vibrational frequencies are usually
shifted by a few percent, and rotational motion is either quenched or

hindered to varying degrees. At moderate and high guest concentrations

(M/A < 1000) guest-guest interactions can become important; the strongest

such interactions lead to multimer fomatioq. The fact that the matrix
is an imperfect crystal must also be considered, and in many cases
multiple guest trapping sites are observed. The guests may also inter-
act with impurities, and in some cases guest-impurity absorption
features have been confused with guest aggregates or multiple trapping
sites--sample purity is very important in matrix work.

Tnis has been a brief and selective discussion of some general
aspects of matrix isolation studies. Some of these points will be

covered in more detall later on, as they are needed.
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2, Cryostat

Cryogenic temperatures were procduced by an »ir Products Inc. Model
CSA-202 closed cycle helium refrigerator utilizing a modified Solvay
cycle9 and two stages of expansion. The refrigerator was capable of
producing a temperature of 9 K and of holding this temperature indefin-
itely (it has been run continuously [.r up to three weeks). The first
cooling stage terminates in a 40 K cold stacion and the second stage
terminates in a copper block. For the majority of the experiments, a
one inch diameter by 3 um thick sapphire window was used as the matrix
support material. This was mounted in a window holder supplicd by Air
Products which could be screwed into the copper block at the second cold
statlon. Sapphire was chosen as the support window because it is trans-
parent in the regions of interest for the HCl and DC1 experiments
(transparent from the ultraviolet to 6.5 p) and because it has a very
large thermal conductivity in the region of cryogenic temperatures.

In some experiments Csl was used as a support material--although its
thermal conductivity is not as high as that of sapphire, its transmis-
sion range exrtends to 80 u.ll All surfaces are joined with an inter~
vening layer of indium foil which is lightly greased with Apiezon N high
vacuum grease. Thermal contact between various surfaces (such as the
matrix window and the window holder) is made by tightening the connection
between the surfaces and tightly squeezing the indium foil.

A radiation shileld supplied by Air Products screws around the 40 K
cold station. At high vacuum the main source of thermal conductivity
from the outer walls of the cryostat to the cold station is radiative.3
According to the Stefan-Boltzmann law, the flux of radiative energy

transfer is proportional to TA; the effect of the radiation shield is to
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let the cold station see a 40 K background instead of a 300 K background,
thereby reducing the thermal load on the refrigerator by a factor of
3000. The effect of the radiation shield has been demonstrated on our
refrigerator; yith the radiation shield in place the refrigerator cools
to 9 K, without it the minimum achievable temperature is 12 K.

A vacuum shroud supplied by Air Froducts seals arcund the central
dispiacer assembly by means of two O-rings. The bottom of the shroud
is rectangular and has four square flange assemblies which are vacuum
sealed to the shroud by means of O-rings. These flanges are used for
mounting windows, nozzles, or any other devices useful for a particular
experiment. The shroud 1s rotatable with respect to the displacer
assembly, and hence the orientation of the windows mounted on the flanges
with respect to the matrix window may be varied. The shroud also has
two inlets for 1/16" tubing which can be used as nozzles for matrix
deposition; the two inlets are located at a 45° angle with respect to
the flanges. A cross section of the lower part of the cryostat 1s
shown in Figure 1.

The cryostat has three windows mounted on the flanges. Two NaCl
windows are mounted on opposite flanges. Since the aperture of the
matrix window holder is 3/4", the NaCl windows need be no larger than
this., The NaCl windows used are 1%" in diameter by 3 mm thick, and are
attached to the flange with either high vacuum epoxy or black wax. The
windows are polished with isopropanol, until they are trai .:.rent in the
visible. Under normal usage the windows remain transparent for many
months, and a2 quick polishing while the windows are mounted often suf-
fices to return the windows to full transparency after they begin to fog.

The third window is CaF, and is 1-3/4" in diameter by 3 mm thick. The



Figure I7-1.

Cross-section of the bot:tom region of the cryostat. The
sapphire window is surrounded by a circular radiation
shield with openings to permit optical access. Four
flanges are attuched to the shroud by compressed O-rings.
The 1/4" nozzle is welded to one flange. Two auxillary
1/16" nozzle inlets are not used. The NaCl windows
mounted on parallel flanges are attached by epoxy or black
wax. The CaF, window is attached to the shroud by two
sets of O-rings compressed by an outer flange. ‘Ihc
window and radiation shield can rotate with respect t.
the shroud.

21



O-rings
Sapphire
Radiation
& j_ shield
spray~ on ————-
line
174* 0.0 N Fz
116" 2 I
f— 1" ] |
g — NaCl
3"
s
———— 2%,

XBL77H-2i84



aperture upon which the flanges seal is 1-3/8", and the Can window is
sealed directly to the O-ring on the shroud by means of a retaining
plate, as illustrated in Figure 1. This method of sealing the window
permits the use of the maximum aperture in the flange.

The positioning and diameter of the nozzle will influence the
physical size of the matrix and will also influence both isolation and
crysfalline quality of the matrix. When the nozzle is far from the
matrix window, the vapor stream spreads out during deposition and the
matrix forms over a large area. In practice, the nozzle is ended just
before the radius defined by the radiation shield, at a distance of
3/4" from the support window. Even this close to the matrix window, a
bit of the sample is sprayed onto the frame of the window holder. The
diameter of the nozzle affects the uniformity of thickness of the
patrix. The thickness profile of the matrix is peaked directly in
front of the nozzle; small diameter nozzles produce samples that are
more peaked than do larger diameter samples. Most matrices were pre-
pared with a 1/4" diameter nozzle which was normal to the matrix window
during deposition; in thick samples some peaking was observable upon
visual inspection of the matrix, but the entire window was filled with
fairly uniformly thick sample. 1In the final design, the 1/4" nozzle
was made of stainless steel and welded into the center of one of the
flanges on the shroud, as illustrated in Figure 1. It is very important
to eliminate all leaks around the nozzle, since gas leaking around the
nozzle will be deposited in the matrix. The welded nozzle assembly was
very leak-tight. In some experiments, a 1/16" nozzle was introduced
through the ports in the shroud; matrices prepared with this nozzle were
very thick in the center--roughly three times as thick in the center of

the matrix as at the edge of the matrix window.
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Other cryostats were used briefly during some stages of the present
study. The first matrices were prepared in a conventional double-dewar
cryostat using liquid hydrogen as a refrigerant. A few spectroscopic
studies of the overtone absorption spectra of HC1l and DCl in various
matrices were performed using a Cryogenic Technology Inc. Model 21
Cryocooler.12 Since the great majority of the work reported herein was
perférmed with the Air Products refrigerator, these systems will not be

described more fully here.

3. Temperature Control

Teﬁperature of the matrix is a useful and accessible experimental
variable. The refrigerator operating temperature is determined by the
heat load on the refrigerator; the greater the heat load, the higher the
temperature at the cold station., The minimum attainable temperature
corresponds to that temperature at which the heat load due to all
sources--radiation, residual thermal contact through the vacuum shroud,
etc.—-16 equal to the cooling power of the refrigerator. Temperatures
higher than the minimum are produced by using a resistive heater which
is wrapped around the copper block at the cold station to impose an
additional heat load. A heat load of 2,0 watts through the 47 ohm
resistive heater has been measured to produce a temperature of 20.0 K,
for example.

There are two methods used to measure the temperature on the
cryostat cold station--a hydrogen vapor pressure thermometer and a
thermocouple. The hydrogen vapor pressure thermometer consists of a
metal bulb soldered to the copper block and connected by a metal

éapillary to a 0-60 psi gauge. The gas in the bulb equilibrates with
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the copper block and the pressure reading of the gauge corresponds to

that of H, gas at the temperature of the cold station. The pressure is

2
convcrted to a temperature using a graph given by Scott.1 During the
course of these experiments the zero on the gauge suffered two discon-
tinuous changes--first to 1.4 psi and then to 1.9 psi. The cause of
these changes is unknown. The refrigerator cools to 9 K at which temper-
aturé the vapor pressure of H2 is less than 0.1 psi, so the reading of
the gauge when the refrigerator has no heat load can be taken to be the
zero of the gauge. When necessary, the gauge zero can be checked by

pumping out the HZ' The true pressure reading can be found from the

formula

= P - .
Ptrue observed Pzero

The gauge can be read accurately to about 0.1 psi, so the useful range
of the hydrogen vapor thermometer is from 13 to 24 K. Below this the
uncertainty in reading the pressure amounts to 20% of the reading, and
above 24 K the vapor pressure varies slowly with temperature, and the
effect of the finite qua..tity of HZ in the thermometer makes readings
unreliable. The gauge reading depends upon the orientation; only in
the upright positlon are the gauge readings accurate. In the range
12-24 K, however, with the refrigerator in an upright orientation, the
HZ vapor pressure thermometer is taken as indicating the true temperature.
Temperatures are also measured with a KP vs iron-doped pgold (0.7
atomic per cent doping) thermocouple, supplied with the refrigerator.
Junctions between these materials are very difficult to make and any
trick that successfully produces a junction is acceptabla. The diffi-

culty in junction making is that the melting point of the KP wire is
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much greater than that of the gold wire, and temperatures which soften
the KP wire vaporize the gold wire. Two techniques have been successful.
Both require the wire surfaces to be clean. The first technique is to
solder the wires together using indium solder with a very low heat on
the soldering iron--typically the soldering iron is plugged into a
Variac set at about 70 volts. The success rate of this method is low.
A second technique is to use a low blue flame from an oxy-butane torch.
In this technique the gold is wrapped arcund the KP wire leaving about
an eighth inch of the KP wire extending beyond the gold. Moving the
torch slowly from the end of the KP wire to the gold wire allows the
KP to heat up before the gold wire vaporizes. The latter method pro-
duces mechanically stronger junctions.

The signal junction was originally soldered into the copper block
at the cold station. During the course of these experiments this junc-
tion became undone, and a new junction was placed between the copper
block and the matrix window holder, wedged very tightly between two
pieces of indium foil. A reference junction exterior to the cryostat
could be placed in an ice-water bath. The thermocouple produces an emf
which 1s proportional to the difference in temperatures between the two
junctions. Standard tables of thermocouple emfs for the KP vs iron~doped
gold system exist,lh and it is possible to calibrate a particular thermo-
couple against the tables. It is e;sier to calibrate the thermocouple
against the hydrogen vapor pressure thermometer and to extrapolate the
calibration to lower temperatures. The tewperature derivative of the
emf of the thermocouple varies between 15.7 and 17.0 pV/deg between 9
and 55 K,l4 so the extrapolation can be taken as linear with a maximum

error of 0.08 K/degree. Since the maximunm extrapolation is from 13 to



9 K, this amounts to 0,3 K. For accurate temperature measurement, the
emf difference between the two junctions is read on a digital micro-
voltmeter, to a precision of 1 pV. The jitter in the reading of the
microvoltmeter is about * 3-5 pV, or about 0.2-0.3 K.

There are a number of possible systcmatic errors involved in the
temperature measurement. Neither temperature sensor is located at the
matrix window, and it is assumed that the copper block of the cold
station is thermally equilibrated witb the matrix. Since the thermal
conductivity of the van der Waals solids used as matrix hosts are con-
siderably lower than the thermal conductivities of the other parts of
the cold station (17 vs 1210 vs 20 mwatt/cm-deg for Ar, sapphire, and
brass at 4.2 K3) the matrix itself may not quickly reach a uniform
temperature. The result of such systematic errors is that the true
matrix temperature would be higher than the indicated temperature. The
reading of the H2 thermometer has a variation of about 0.l psi at a
pressure of 13.4 psi--this corresponds to a temperature uncertainty of

less than 0.1 K at 20.0 K. This is perhaps duec to temperature cycling

of the refrigerator during its operating cycle. The error in temperature

reading from the thermocouple is likely due to fluctuations within the
microvoltmeter. The readings of the thermocouple and H2 thermometer
always agree in real time.

The simplest method of maintaining a temperature above 9 K is to
pass a dc current through the resistive heater; as the current is in-
creased the heat load on the refrigerator will increasc and the tempera-
ture will rise. Upon increasing the dc current the temperature should
monotonically rise until the cooling power of the refrigerator just

balances the imposed heat load. A 15 V dc power supply with a variable
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shunt resistance is used ae the current source for the manual control
heater. 1In practice, the voltage across the 47 ohr resistive heater 1is
always constant to within about 10 mV, and the temperature attalned is
constant to withim 0.2-0.3 K, as discussed above. Occasionally, however,
the temperature will make an excursion of several degrees while the dc
current remains unchanged. The cause of the evcursion is still a
puzzle--it may be due to variable thermal cont;ct between the heater and
the cold station, or it is possible that some contaminant in the He gas
inside the refrigerator is becoming trapped in the displacer, and then
being cleared out by a pressure buildup, resulting in a short term
temperature fluctuation.

A second method of temperature control utilized an Air Products
Model APD IC-1 proportional controller. The desired temperature is set
on the front panel of the controller and heating pulses are delivered
to the heater until the set and actual temperatures are equivalent, The
controller is wmade for a KP vs iron-doped gold tnfrmocouple and has an
internal reference junction. In order to make use of the proportional
controller compatible with direct manual temperature control, the emf
of the thermocouple after the reference junction is fed into the propor-
tional controller. This causes the indicated temperature on the propor-
tional controller to give a value about 20 K too high. However, it does
not affect the stability of the proportional controller. Usually the
proportional controller will be set for an actual temperature in the
range of 15-21 K, and the hydrogen thermometer is used to accurately
read the temperature maintained by the controller. The readout on the
proportional controller is accurate to about 1 K, and the long term

stability of the set temperature is about 1 K. The constant feedback



from the thermocouple allows tie proportional controller to maintain a
desired temperature when the thermal load of the refrigerator is
changing, as during the deposition process.

The proporticnal controller is used during cooldown, depositcion,
and warm-up phases of the matrix experiment, where a stability of ! ¥
is sufficient. The proportional contvoller is particularly useful for
deposition at a temperature above 9 K, since it docs maintain the set
temperature with a changing thermal load; the temperature of the
refrigerator would continually increase if a constant dec current were
maintained during the deposition process. The manual control circuit
is more accurate and stable, however, and 1s uscd during the fluores-
cence experiments,

A matrix diffusion experiment is a process wherein the matrix is
warmed to allow partial aggregation of the guest species. 1In Ar, the
diffusion temperature is about 35 K. A reproducible method of perform-
ing a diffusion experiment uses the manual temperature control circuiL.l
With the manual controller set to produce a temperature of about 20 K,
the bypass valve on the compressor module of the refrigerator is opened
one quarter turn. This reduces the cooling power of the refrigerator
and the temperature rise of the sample can be followed on the thermo-
couple readout. When the temperature reaches about 35 K (a reading of
4780 uV when the reference junction is in an ice-water bath), the bypass
valve is closed, and the manual heater is turned off., The refrigerator
will then cool to 9 K in about one minute. The entire process, from

20 to 35 to 9 K takes about two minutes.
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4, Deposition Conditions

The important variables during the deposition of the matrix are tthe
temperature of che matrix window, the rate of deposition and the method
of deposition. In the majority of the present work, matrices were pre-
pared by a pulsed deposition method,16 in which discrete gas pulses of
small volume and relatively high pressure are allowed to impinge on the
matrix support. In some experiments, the more conventional continuous
deposition technique was used, in which the matrix gas flows at low but
steady rate through a needle valve and onto the support window. For the
HC1/Ar system, pulsed deposition produces a higher degree of isolation
than continuous deposition. The general effects of rate and deposition
have been discussed above. More details of the spectroscopic effects
of deposition conditions as they pertain to matrix-isolated HCl will be
presented in Chapter ITI.

Pulses of the matrix gas mixture originated in a 12 ml volume
between two high vacuum solenoid valves formed by %" diameter monel
tubing. The solenoid valves opened sequentially, filling and then dis-
charging the pulse volume, with an open time of 2 seconds and a delay
between valves of about 5 seconds. The pulse rate was either two or
four pulses per minute. The pulse volume was filled to a pressure of
40 to 200 torr, so each pulse contained 25 to 130 umoles, and the average
deposition rates were between 3 and 30 m-moles per hour; matrix proper-~
ties were not overly sensitive to average deposition rate within these
1imits. Typlcally, 10-30 p-mole of guest are deposited.

Temperature of deposition plays a more important role in the final
characteristics of the matrix. Matrices were deposited at a fixed

temperature between 9 and 20 K. Samples deposited at 20 K were transparent



with large cracks; samples deposited at 9 K were snowy and opaque. The
optical quality of samples deposited at 20 K degrades upon cooling to

9 K. Samples deposited at 20 K have a smaller dcgree of isolation than
do sawples deposited at 9 K. This point will be discussed in more
detail in Chapter ITI. A summary of the various deposition conditions
used is given in Table II. As 1s evident, deposition conditiens varied
continuously between the cases given; nevertheless, the classification
is useful. The majority of matrices were deposited either under high

temperature, low rate or low temperature, high rate conditions.

5. Gas Handling System and Procedures

Gas mixtures are prepared and matrices deposited from a mercury
diffusion pumped, greased vacuum line, capable of producing a vacuum of
better than 1 x 10_6 torr. Pressures are measured with a mercury
triple~McLeod gauge and a mercury manometer with acc. racies of better
than two percent in the ranges used. The Mcleod gauge is calibrated by
gas expansion against the manometer, which is the primary pressure
standard, and can measure pressures as low as 0.05 torr with the
aforementioned accuvacy.

The cryostat is attached to the vacuum system by a "spray-on line,"
and a return line; the matrix is deposited through the spray-on line
and the cryostat is evacuated through the return line. Both lines must
be disconnected when the cryostat is moved into position for the fluor-
escence experiments. Leaks and outgassing in the spray-on line are
critical to the purity of the matrices prepared, and numerouc spray-~on
lines have been used. The ideal spray-on line must be quickly sealed

with a high vacuuom fitting and must outgas completely overnight. In the
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Table II-2, Typical Depogition Conditions
Type Rate (m-mole/hr) T (K)
slow, high 3-7 17-20
slow, low 4-7 9
fast, high 28 20-21
fast, low 16-30 9
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leak-tight oucgassed spray-on line in producing impurity-free matrices
cannot be overemphasized. Since the termination of the spray-on line
is the nozzle, and this is aimed directly at the matrix, any impurities
introduced by the spray-on line will end up in the matrix sample.

Leaks in other parts of the vacuum system are also important, and
periodically the static leak rates of several sections of the vacuum
system were m asured; the steady state and acceptable leak rates are:
less than 0.05 y-2/hr for the manifold and McLeod gauge (volume of
about 2 2), 0.1 pu-2/hr and 0.2 p-2/hr for the return and spray-on lines
(volumes of ¢ out 9.2 and 0.3 2), and 0.7 u-£/hr fcr the cryostat
(volume of 1 .). The source of the comparatively large leak rate of
the cryostat sas undetectable with a He leak detector. The large leak
in the cryustat is not overly important, however, since during refriger-
ator operatic , the radiation shield is cold enough to condense air,
and since the proportion of the cold surface inside the cryostat that
is the matrix {is small not much impurity will be introduced into the
matrix sample

Gas samp.es for the matrix are mixed in a five liter bulb by first
measuring in : small pressure of the guest gas using the Mcleod gauge,
then rapidly adding a high pressure of the host gas to the five liter
bulb, measuring the total pressure on the manometer. The rapid influx
of a large ex:ess of host gas prevents the guest gas from escaping the
mixing bulb and also produces some mixing of guest and host gases.
Typical pressures are about 0.1-0.5 torr for the guest and 200-700 torr
for the host ,as. Before preparing the matrix gas mixture, the mixing
bulb is caref .11y heated with a heat gun. Gas mixtures are allowed to
stand at leas. eight hours before use to ensure complete mixing. Three

component samples are prepared by first mixing one guest with the host
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gas in a 12 7 bualb, allowing eight hours for mixing, and then adding
this mivture to the second guest in the 3 2 bulb.  Since HC1 adsorbs on
glass walls, it is alwavs the second guest added.

Matrix ceuncentrat ions were Laken to be the same as those of the
pre-mixed gas. dCl adsorby to glass walls, so the gas samples were
always used within two davs of wmixing, S0 explicit account was taken of
adsorption on the walls; the error in introducing no correction is that
matrix concentrations are perhaps overcostimated. Heating the walls of
the bulb prier to mixing prevents HCI already presence on the walls from
increasing the sample concentration. CO does not seem to adsorb very
effectively or gluss walls, in contrast to HCI. A single mixture of
CO/Ar was used to make two matrices about a weck apart; the peak inten-
sities were proportional Lo the total amount of matrix deposited,
indicating that the cencentration of the matrix gas had not changed.

The pressure required to fill the puleing volume is maintained by
a 12 5 ballast bulb attached to the vacuum line. The rate of deposition
of the matvix decreases during the course of deposition, since as gas
is deposited, the pressure in the ballast bulb falls., The ballast bulb
can be repressurized Zrom the mixing bulb in order to maintain a mere
nearly uniform deposition ratc. Under the fast deposition conditions,
the ballast bulb is pressurized tc about 140 torr. After two hours of
pulsing at 4 pulses pe: minute, the ballast pressure has dropped to
about 80 torr. At this print the ballast bu.b pressure can be brought
back to 140 torr by adding mcre gas from the mixing bulb. Deposition
rates thus vary by almost 507 during the course of deposition. Re-
filling the ballast bulb more frequently would produce a more uniform

depositlion rate, but since matrices were not overly sensitive to
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deposition rate, this is unnecessary. The amount of gas deposited is
followed by watching the pressure change in the ballast bulb during the
course of deposition.

When working with DC1l samples all procedures are the same as other
samples, exceét that the portions of the system used must be passivated
with DC1 before use. Before preparing a matrix gas mixture, the vacuum
manifold and mixing bulb are passivated at least once with 5-10 torr
ﬁCl for about a half hour. The ballast bulb and spray-on line are
passivated with 5-10 (vrr DC1 for about an hour immediately prior to
deposition of a sample. Since the volume of the system is large (about
20 £) it 1s impossible to prepare samples without observable HC1.
Typically, DC1 matrices have a DC1/HC! ratio of ten, as measured

spectroscopically.
6. Gases

bCl was prepared by photochemical reaction of D2 and Clz. The
reaction was initiated by a mercury lamp and was run with an excess of
D2. The reaction proceeds by a free radical mechanism and completion
is monitored by disappearance of the yellow color of the C12. It is
assumed that all 012 is renoved by reaction. D2 is removed by freezing
the DC1 product in a liquid nitrogen bath and pumping the reaction bulb.
Before introducing the reactants, the reaction bulb is vigorously flamed.
Other gases used were: HCl1 (Matheson Electronic Grade, >99.99%), D2
(Matheson CP, >99.5% d, <3 x 10_22 non-hydrogen impurities), c,
(Matheson Rcsearch Purity, »99.96%), CO (Matheson, Research Purity,
>99,99%), Ar (Matheson Ultra-high Purity, >99.9995%), N2 (Matheson

Research Purity, >99.9995%), and O2 (Matheson Research Purity, >99.99%).
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HCl and DCl1 were distilled at least once between an isopentane-n
pentane slush (-134 C) and liquid nitrogen. Before preparing a matrix
sample, the HCl and DCl were subjected to at least one freeze-pump-thaw
cycle. Ar, N2 and O2 were withdrawn from a bulb with a cold finger
imrersed in liquid nitrogen, atter sitting in the bulb for several hours.
This was a difficult proccdure for Ar, since the vapor pressure of Ar at
liquid nitrogen pressure is about 200 torxy, and the technique of mixing

matrix samples often requires a higher host gas pressure. Occasionally,

the Ar was used directly from the cylinder.

C. Spectroscopy

1. IR Fundamental Region

Infrared absorption spectra of the vibrational fundamental region
were taken on a Beckman TR-12 infrared spectrophotometer, which has a
. . -1 - ces
specified maximum resolution of 0.25 cm ~ at 923 cm ! and a specified

Vo 0.02% at 4000 en!.

wave number accuracy of from 0.1% at 200 cm
The absorption frequencies of the systems studied are available in the
literature. Since wave number readings of the spectrometer agreed with
published values to within its normal operating resolution of 1 cmhl,
r utine wave number calibration of the spectrometer was not performed.
Due to the polycrystalline nature of the matrix samples, matrices
wer: very scattering and some tradeoffs in spectrometer operating condi-
tions were made. The fraction of incident light transmitted in a region
of no absorption depends primarily on the thickness of the matrix and to
a certain extent on the deposition history of the matrix, as can be seen

in Table ITI. Matrices deposited at 20 K are less scattering than those

deposited at 9 K. The cross section for Rayleigh scattering of



Table 1I-3. Rayleigh Scattering by Matrices

Total Semple ™ oep: Bate 1% 000 enH) T (4000 en”)
15 9 6.2 .42 .25
11 9 7.6 .57 .40
11 9 2 .55 .36
14 21 28 .63 .61
59 9 28 .055 .020
120 9 23 .003 <3 x 107

a : ;
Temperature of deposition and observation.

b - _ Transmitted intensity after deposition
Transmitted intensity before deposition
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electromagnetic waves by particles much smaller than the radiation
wavelength is proportional to wb, where w is the radiarion frequency.
This elfect is manifested as a Sloping baseline in the matrix experi-
ments with transmission decreasing between 2000 and 4000 cm—l. The
slope of the baseline increases as the overall opacity of the matrix
increases. It is apparent from Table TII that deposition at 20 K leads
to a better optical quality matrix than deposition at 9 K, but, as
discussed previously, deposition at 20 K decrcases the degrec of guest
isolation.

To record an accurate infrared spectrum it is necessary that a suf~
ficient amount of radiant energy fall on the thermocouple detector
element of the spectrometer. The energy in the spectrometer system is
proportional to the product of the square of the spectral slit width
and the signal amplifier gain,18 so it is necessary to run with some
combination of high gain and relatively wide slits to record the spectrum
of a scattering sample. For double beam operation, a screen is used
to attenuate the reference beam. Since noise increases linearly with
the spectrometer gain setting, and the time constants required for
filtering can increase the time required to obtain a spectrum to beyond

a reasonable length, system energy is often maintained by sacrificing

resolution and widening the slits. Typically, for samples of ~15 m-moles,

. . ; o ; ; -1
the best resolution obtainable with 1% photometric error is 1.0 cm .

Increased resolution to about 0.8 cm—1 is possible with large noise
levels-~the H35Cl and H37Cl isotopic peaks can be resolved in an Ar
matrix at M/A = 1000, for example, but the relative intensities are not

accurately recorded. Samples at very high dilution require a large

amount of matrix to produce an observable absorption peak, so the matrix
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is opaque and resolution must be sacrificed. Typically, when about 50
m-moles of matrix has been deposited, it 1s necessary to use a spectral
width of 4-5 cm-l. Only the grossest spectral fectures can be observed
under such conditions.

The true absorption linewidths for HC1/Ar at 9 K are about | to
1.5 cmdl——comparable to tne best resolution of the spectrometer under
operéting conditions imposed by the low transmission of the sample.
linewidth measurements from recorded spectra are thus subject to errors
of 2100%.19 For highly scattering samples, the effect of a 4-5 cm_1
slit width is to greatly reduce peak intensity of the absorption line,
making observation of the line difficult. Detailed discussions of
tradeoffs of variou. experimental parameters and the errors involved
are discussed in more detail elsewhere.la_20 What has been discussed

here are those particular factors that apply to the spectroscopy of

highly scattering, low transmission samples.

2. Quantitative Spectroscopy

It is possible to determine the relative concentrations of two
snecies in the same matrix by measuring their absorbances, using Beer's

Law, Eq. (1):

an 2 - = a(v) lc - (€Y

where Io(v) and I(v) are the baseline and observed intensities at
frequency v, a(v) is the absorption coefficient of the species studied,
1 15 the optical path length, and ¢ is the concentration. When the
spectrometer spectral slit width, J, exceeds half the absorption line-

width (FWHM), Av, peak absorbances are underestimated (by about 20%
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for a 307% absorbing peak) and linewidths are overestimated (by about

25% for a 30% peak).19 These errors increase rapidly as the spectrometeor
slit width increases. Under such conditions, which are applicable for
the matrix spectra, it is ncressary to integrate eq, (1) over the full
line contour, since the integrated absorbance, which 1s equal to the
product of peak absorbance and linewidth (with a constant determined by
the particular linesbape function), is much less sensitive to the value
of J/Av. For a value of J/Av of 2.2, the error in the measurement of

the integrated absorbance, S, (1oge) is less than 3% for a 307 absorbing
peak and less than 127 for a 70% (true transmission) absorbing peak.

In practice, integrated absorbances were obtained from recorded
spectra as the product of peak absorbance and observed linewidth (FWHM);
that is, assuming a triangular lineshape. Comparison of the results of
this technique with more accurate‘methods, such as planimeter inte-
gration of peaks on an absorbance scale, indicates that errors are due
to spectral resolution rather than to analysis procedure. Appropriate
error limits for quantitative spectroscopy as normally performed are
+ 25% for peaks with absorbances less than 0.1, and * 15% for peaks
with absorbances between 1 and 1.5.

Measured integrated absorbances are converted to relative popula-

tions using the gas phase expression for the absorption strength for the

transition connecting level (v,J) and level (v‘,J'):21
3
817N
VAR v,J v'J' v' 2
S. = TheanD Yy My (“‘)l 2)
wheve
J+1 R branch
m =

-J P branch
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and the squared dipole matrix element is the product of a squared pure

L] T
vibrational factor RX and a vibration-rotation factor Fz {m):

ISR P )

1 eyt
F’ (m) 1s taken to be equal to one. w J
v vdJ

is the frequency of the
vibration-rotation transition in wavenumbers, and NvJ is the population
of che lower level in number per cm3. For non-rotating species, such
as the HCl dimer, the factor Im]/(2J+1) in Eq. (2) is set equal to one.
Since values of the squared transition moment are unknown for species
such as the HCl dimer, Eq. (2) allows a calculation of only a relative
population ratio between different species. Equation (2) reproduces
the relative intensity of resolvable rotation-translation lines R(O)

and P(1) of HC1l/Ar quite well., Further aspects of quantitative

spectroscopic results are discussed in Chopter III,

3. Spectroscopy of Vibrational Overtones

Overtone absorption spectra of very thick matrices were recorded
on a Cary 14 spectrophotometer.z2 These samples are very opaque due to
their thickness, and it was necessary to attenuate the reference beam
with screens totaling about three optical density units. The overtone
region of the Cary 14 was calibrated to within 0.7 z:m-1 in the region
about 5600 cm—1 by v=0 + v=2 absorption of gaseous HCl, using observed
frequencies for H3SCI of Rank, et al.23 The spectra were taken at 3 cm_1
resolution. Spectra of the overtone region of DC1 around 4100 cm"1
were recorded at 1.5 cm-1 resolution. The spectrometer was not directly
1

calibrated in this region; the wave number accuracy is 0.0 em

according to the instrument manual.
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D. Fluorescence Experiments

The mzjority of the experimental w .rk performcd involved fluores-
cence experiments, which in all cases are initiated by narrow bandwidth
pulses from a Nd:YAG laser pumped optical parametric oscillator (OPO)
tuned tr one of the absorption lines of the species being studied.
Vibrational fluorescence from the excited sample is detected with one
of several doped germanium photoconductive infrared detectors. The
detector responds with a signal proportional in real time to the
fluorescence intensity. The post-detector electronics varies depending
upon the particular experiment being performed. Three types of
fluorescence experiments are performed: time resolved emission studies,
emission spectroscopy, and fluorescence excitation spectroscopy. This
section bepins with descriptions of the common elements of all fluores-
cence experiments--the laser and OPO sources and the infrared detectors,
and then describes the equipment and techniques used for the different

experirents.

1. Nd:YAG Laser

The first element in the fluorescence experiments is a Chromatix
Model 1000-E Nd:YAG laser. The principles and operating procedures for
this laser have been described i:it detail in previous theses in this

24,25 For completeness a brief summary of the laser

research group.
principles and operating procedures will be presented here. Also, some
new aspects of laser operation will be discussed.

Nd:YAG is a four level laser system which operates on four sets of

transitions in the near infrared.26 In the Chromatix laser wavelength

selection is obtained by using a fixed prism between the YAG rod and the



rear cavity mirror, and rotating the rear mirror to resonate a particular
wavelength. The output is internally frequency doubled with an angle-
tuned LiIO3 crystal. The output coupling front mirror is highly
reflective in the near infrared and highly transmitting in the visible,
so that the d;ubling crystal is effectively the output ccupler for the
laser. The laser is Q-switched acousto-optically with a quartz
transducer.

The entire optical path of the laser is hermetically enclosed since
the coatings on the optics are damaged by both moisture and dust during
high power operation. The dessicant bottles on the optical enclosure
must be regularly inspected and replaced. Should it become necess;ry to
open the optical cavity, the entire laser head should be covered with a
"clean box." It is possible to damage the laser optics by improper
manipulation of the front panel controls of the laser power supply.
Finziz5 has outlined the safe and optimum procedure for laser use. Some
additional comments useful for laser operation are presented below.

The Chromatix cavity can be precisely aligned to produce a TEH00
optical mode, which is characterized by a uniform elliptical beam cross
section in the far field region. Observation of the far field pattern
of the laser output is a very important diagnostic for laser operation.
Burn spots in the optical cavity are manifested as holes or diffraction
patterns in the far field. If an irregularity is present in the far
field output the optical alignment may be walked around so as to avoid
the damaged portion of the optical cavity. This is done by alternately
adjusting the front and rear mirrors. When the damage to an optical
component is located such that the beam cannot successfully be walked

around the damaged spot, the damaged optical component must be replaced.
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Under normal circumstances, the laser should be aligned using the rear
mirror and doubler only, since rotation of the front mirror affects the
direction of the output beam and may require total realignment of the
OPO. Alignments can sometimes be improved by rotating the doubling
crystal up or.down one entire revolution. Acceptable laser alignment

1s ipdicated by three things: clean, TEMOO far field beam cross section;
smooth, steady temporal output as observed with a fast photodiode; and
low thresho'ld,

The spectral linewidth of the laser is determined by the gain width
of Nd3+ icns in the YAG host and is 1 cm—l. This corresponds to about
100 longitudinal modes of the laser cavity. The laser can be operated
at variable frequency between 2 and 80 hertz. The thermal load on the
YAG rod affects the lensing characteristics of the rod, so the alignment
is a function of the repetition rate. The thermal load will also vary
between Q~switched and non Q-switched operation. Upon first starting
the laser it is best to align the laser at the operating repetition rate,
and then let the laser run under Q-switched conditions for a period of
ten to twenty minutes. At that time the laser is thermally equilibrated
to actual operating conditions. It shouid be un-Q-switched and realigned.
Upon subsequent Q-switched operation, the alignment should be stable
for several hours.

The two laser lines used for these experiments are the 0.532 u green
line and the 0.562 p yellow line. These are the strougest gain lines
in thelr groups, and the 0.532 y line is the strongest line output by
the laser, The 0.532 y line produces a pulse of hetween 80 and 140 ns
depending upon the precise alignment. Tightening the iris in the laser
civity produces the shortest pulses. Pulses of 120-160 ns are obtained

when the laser is run with the refrigerator circuit breaker turned off.
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Under normal situations the laser is operated so that the average energy
per pulse as measured on a calibrated Eppley thermopile is less than 0.6
mJ. It is possible to safely operate the laser at higher energies, up
to about one millijsule per pulse, 1f the operator is cognizant of the
fact that for the short pulsewidth of this line, large peak powers

(210 kW) are produced. Thus, focusing the output into the OPO could
damage one of the optical surfaces of the OPO, for example, if the OPO
were not well aligned. Safe operating procedure dictates that 0.6 mJ

be exceeded only with caution.

The output pulse of the 0.562 p line is considerably longer.
Originally the Q-switched pulse width (FWHM) was 450-600 ns. During
the course of these experiments it was necessary to perform a total
optical realignment of the YAG laser. After the realignment the pulse
width of the 0.562 p line increased to 700-800 ns. The maximum power
obtainable is 0,7-0.8 mJ per pulse-~-this corresponds to running the
YAG power supply at maximum power at forty hertz. It is difficult to
successfully pump the OPO with pulsewidths of 700-800 ns because of the
low peak power, so it is necessary to shorten the Q-switched pulse.
This may be done by slightly detuning the LiIO3 doubling crystal.27

In the configuration of the Chromatix laser, the doubling crystal
is both the output coupler and a non-linear loss for the infrared
fundamental frequency.28 The frequency doubled output will increase
as the square of the intracavity power of the fundamental until the
point where the output power 1s equal to the single pass gain of the
oscillator at the fundamental frequency. The pulse will now last until
the population inversion is depleted. When the doubler is detuned from

optimum phase-matching, the power at the fundamental frequency required
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to produce a particular output power will be increaced compared to the
optimally phase-matched case. Thus, maximum output power will not occur
until a fundamental power level is reached which rapidly depletes the
population inversion and the pulse will be shortened. When the detuning
is not too great, the total output energy of the frequency doubled
pulse should be unaffected by the shortened pulsewidth.28

"The following procedure should be used when shortening the pulse
at 0.562 y. This is the only operation performed while the laser is
running in the Q-switched mode, and the operator should be cognizant of
the opportunities for damage to the laser optics. The laser 1s aligned
and Q-switched and then set so that the average output energy per pulse
is less than 0.3 mJ. The output energy should be measured. Ilooking at
the laser pulse on an oscilloscope, the doubler is slightly detuned
until the pulse just begins to shorten. At the low pumping levels which
produce less than 0.3 mJ/pulse output energy, the pulse is quitu long
and the shortened pulse may still be about 700 ns. The pulsewidth
sharpeas under higher pumping conditions. Next, the far field pattern
of the beam should be observed. It should remain TEMOO. If the doubler
has been tilted too far, the beam will begin to show evidence of a

double lobe pattern characteristic of TEM If this occurs, the doubler

01"
should be revositicned for optical phase matching under non-Q-switched
conditions, and the above procedure repeated. Next the output energy
should be measured; it should be within 15% of the original energy. The
laser power can now be increased and the pulsewidth at higher output
energies measured. The pulse can usually be narrowed to 550 us without
much sacrifice of energy, and this is short enough to successfully pump

the OPO. 1If the pulse has not been shortened enough, the above procedure

should be repeated.



Since the pulsewidth is much longer at 0.562 u than at 0.532 u,
peak power for a given output energy is reduced. Hence, energies of

0.7-C.8 mJ/pulse at 0.562 u can be routinely used to pump the OPO.

2. Optical Parametric Oscillator

A parametric interaction can convert power incident at a high
freqﬁency, termed the pump, wp’ into two lower frequencies termed the
signal, Wes and the idler, w, . By convention, the signal frequency 1s
the higher of the two parametrically generated frequencies, Parametric
interactions have been observed in the microwave region for many
years.29 In order to couple energy between fields of different
frequency, it is necessary that the fields propagate within some medium
which has a non-linear, but not dissipative, response to the fields. In
an OPO the frequencies are in the visible and infrared and the non-
linear medium is placed within an optical resonator so that the signal
and idler fields can be built up by multiple passes through the medium.
The non-linear response to the fields is the non-linear electric susepti-
bility of a crystal. The parametric process requires both conservation

of energy:

w, = g + ' . (3)
and phase-natching, which is conser;ation of photon momentum:

k =k +k (4)

where k is the wave-vector of the propagating electromagnetic field.

For collinearly propagating waves, the phase matching condition becomes:

npwp = nug + nw, (5)
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where n, is the index of refraction of the medium at the frequency mj.
The most frequently used method for satisfying Eq. (5) employs a bire-
fringent medium in which different fields have differing polarizations.30
The particular signal and idler freguencies generated for a given pump
frequency depend upon the set of indices of refraction--anything that
varies the indices of refraction can tune the signal and idler frequen-
cies. The two most common ways of doing this are by angle tuning or
temperature tuning. In the angle tuned method the index of refraction
seen by the extraordinary wave is a combination of ordinary and extra-
ordinary indices of refraction, the particular combination depending
upon the angle of propagation relative to the optic axis. Thus, varying
the angle between the direction of propagation and the optic axis will
change the extraordinary index of refraction, changing the signal and
idler frequencies. Temperature tuning relies on the facr that indices
of reftraction vary independently with temperature, so that the particu-
lar frequencies satisfying the phase matching conditicas become a func-
tion of crystal temperature. More detailed consideratlons on theoretical
and practical aspects of optical parametric oscillators can be found
elsewhere.'n‘33

The OPO used in the present experiments consists of a 5 cm long
LiNbO3 crystal, which is 90° phase matched (signal and idler polariza-
tions are perpendicular to the pump polarization) and temperature tuned,
piaced within a confocal resonant cavity. The detailed construction and
mode-matching conditions have been discussed by LeoneZA and Finzi,z
but for completeness, some aspects will be discussed here.

The optical resonator is resonant for the idler only, since doubly

~esonant cavities are not continuously tunable. The linewidth of the



resonated frequency is determined by the gain width of the crystal and
the parametars of the optical resonator, walle the linewidth of the non-
resonant frequency will reflert the linewidth of the pump.33 For the
present experiments, the linewidth of tne resonated idler is 0.2-0.3

-1 34,35 < ) -1
cm s0 that the signal linewidth will reflect the 1 cm = line-~
width of the doubled Nd:YAG pump. It is possible to narrow the line-
24,25,34
width of the idler using an etalon inslde the cavity of the OPO,
but that is not necessary for the present experiments.

The LiNbO, crystal is housed in an oven which is stable to 0.05 C

3 ©
in the range 50-450 C. The useful operating temperature range for the
OPO 15 above 230 C. A resistor has been placed in parallel with the
crystal oven such that the voltage across the resistor is proportional
to the temperature of the oven. The voltage is read to five figures
with a digital voltmeter to a precision of 0.1 mV. Wave number cali-
bration of the output of the OPO is made against this voltage--1 cm_1
corresponds to between 0.3 and 0.5 mV, depending upon the particular
temperature. The fluctuation of the voltage reading is = 0.1 mV.

Four pairs of mirroxs of 9.2 cm radius of curvature allow operation
of the OPO to produce idler frequencies between 1.7 and 3.5 u. Leoneza
has described the -lignment procedure of thg OPO in detail, using a
method of successive back reflections. Observation that the OPO is in
fact oscillating 1s most readily made by observing the signal output
after using a red glass filter to separate the red signal from the green
or yellow pump. The initial alignment mav be improved by adjusting
mirrors so as to increase the intensity of the signal beam. Observation

of the infrared idler pulse after filtering pump and signal frequencies

can be made with an InSb PEM detector. This proviues a measurement of
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the time evolution of the idler pulse and a quick visual diagnostic of
the OPO alignment. Due to the small area of the PEM detector, however,
walk-off effects in varying the OPO alignment can drastically affect
the PEM response, so the PEM is not a useful diagnostic for final
alignment. When the OPO is pumped with 0.562 y to produce an idler at
1.7 p, the signal frequency is .84 u which is not observable to the
eye. Alignment with the 1.7-2.1 u set of mirrors (P-4) is best done at
about 300 C, where the signal and idler frequencies are 0.78 and 2.0 p.
0,78 y is visible if the room lights are extinguished. Operation with
the 3.0-3.5 u set of mirrors (P-1) has a very high threshold, and since
the output is often weak upon initial alignment, the signal beam is
best observed with the room lights extinguished. Operation between 2.0
and 3.0 y with the P~2 and P-3 sets of mirrors is much easier, and the
signal beam is easily observed with room lights on.

It is important in aligning the OO to make certain that the pump
beam passes through the centers of the input and output mirrors. This
will ensure that the signal, pump, and idler beams will exit normal to
the surface of the curved rear mirror, and hence will propagate col-
linearly if the OGP0 is properly aligned. The collinearity of the pump
and signal beams can be checked on a screen located across the room froa
the QPO. When the pump and signal have parallel propagation vectors,
the phase-matching condition, eq. (4), requires that the k vector of
the idler must be parallel to those of the pump and signal. Hence, the
infrared idler may be aligned using the visible, collinear signal or
pump beams. This is particularly useful for the present experiments,

since the sample is located about two meters from the OPQ.
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Representative threshold and operating conditions in the three
frequency regions used are given in Table IV. Operation in the 3.0-
3.5 p region is more difficult than in the other regions.24 The gradient
control 1s crucial to operation here. The OPO is best aligned at 3.3 u
(390 C), where a threshold of 0.4 mJ/pulse in a 140 ns 0.532 y pump
pulse has been obtained. Operation at 3.46 u is never far above thresh-
old;'many pump pulses do not produce parametric response, so it is
difficult to measure idler power. In performing signal averaging
experiments at 3.46 p it is best to use the 0.629 y signal pulse
impinging on a photodiode to trigger the experiment--only pump pulses
producing parametric response will then be averaged. The YAG pump
energy has been increased to 0.85 mJ/pulse for some experiments at
3.46 n. Yo damage to the OPO was observed, but short duration pulses
of this much enmergy should be used cautiously. The longest wavelength

produced was 3.5 u (2860 cm-l, 427 C).

3. Wave Number Calibration of the OPO

The OPO idler frequency can be calibrated in th» infrared by two
techniques: single beam spectroscopy24 or spectrophone absorption™ of
gaseous samples. In practice the calibration is performed as a function
of the voltage reading in parallel to the crystal oven, as described
above. The calibration gases ~re HCl, v=0 + v=2 absorption for 1.77 u;
DCl, v=0 + v=2 absorption for 2.43 u; and HC1l, v=0 + v=1 absorption for
3.46 y.

Use of the OPO as a single beam spectrometer has been described and
illustrated by Leonez4 and Finzi.25 Briefly, the idler pulse is ob-

served on the InSb PEM detector after passing through a 20 cm gas cell



Table II-4., OPO Operating Characteristics

Idler wavelength (u)

1.77 2,43 3.46

Idler (cm-l)
Signal (u)
Pump (u)

Threshold conditions
Pump width (ns)
Pump energy {(mJ)
Pump power (kW)
Rep. rate (Hz)

Operating conditions
Pump width (ns)
Pump energy (mJ])
Rep. rate (Hz)
IR width (ns)

IR energy (uJ)

Photons/pulse (1014

)

Crystal temp (C)
Calibration (cm_l/O.l nv)

5650 4120 2890
.823 .681 .629

562 .532  .532
500 160 .30
.49 .15 ~.7
.98 .94 ~5.6

40 40 40
500 130 130
.70 .60 .73

40 40 40
200 80 40P

13 258 22
1.2 3.1 .3%.3
244 312 425

.290  .204 .22

a : . . . .
Measured using an uncoated Ge filter. Reported value is twice

the experimental measurement.

b From Reference 23.
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containing several hundred torr of the calibration gas. The output
pulse of the PEM is sent into a Tektronix 1Sl sampling unit, which
samples the magnitude of the PEM pulse at a set time delay relative to
a trigger, wh{ch is the YAG pump pulse. The time delay is chosen so
that the time of peak idler intensity 1s sampled, and the 1Sl oucputs

a dc voltage proportional to the peak amplitude of the idler pulse.

The ac voltage is sent to a strip chart recorder and the OPO temperature
i1s scanned at a rate of about 0.1 C or 1 cxn_1 per minute. When the
laser is scanned through an absorption, the peak intensity of the idler
is reduced and the dc output of the 151 changes--this appears as an
absorption peak on the strip chart recorder. The main source of noise
on the single beam absorption spectrum is due to pulse to pulse fluc-
tuations in idler output and typically can be 10%Z of the full signal.
The spectrum is improved by RC filtering the output of the 181, but
strong absorptions, and hence high gas pressures, are required to
produce peaks substantially greater than the noise level. Nevertheless,
the absorption spectrum technique was used most frequently to calibrate
the OPQ in the 1.77 y and 2.43 y regions. Since OPO operation is
barely above threshold at 3.46 u, calibration even with ve;y strong
absorptions 1is difficult using the PEM and 1S1, since the pulse to
pulse fluctuation can be as high as 100%.

The best method for calibrating the OPO in the 3.46 u region is to
use a spectrophone filled with 5-10 torr of HCI. Finzi25 has detailed
the construction and operation of simple spectrophones using foil-
electret microphone elements, ard these are suitable. The nolse pro-
duced by the spectrophore is not due to pulse to pulse fluctuation of

the OPO, and signal-to-noise ratio depends mainly on the amount of energy
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actually absorbed by the gas. For strong idler pulses interspersed
with weaker ones, as under near threshold operation, observation of
absorption using a spectrophone is best performed using an oscilloscope
to display the spectrophone signal. Signal-to-noisc ratios as high as
five on certain shots are in.erspersed with much weaker responses;
nevertheless identification of absorption is unambiguous. If the
spectrophone outpur were sampled by the 151 in this region, the resulting
dc output would be as noisy as that resulting {rom sampling the PEM
signal. Calibration in the 3.46 p range, then, consists of visually
monitoring the output of the spectrophone while scanning the idler
wavelength.

The result of the calibration is a plot of oven voltage vs wave
number. These plots are exceedingly linear over regions of about
100 cm_l, slopes being constant to about 1%. The slopes of the cali-
bration plots ii cm_l per 0.1 mV units of the digital voltmeter output
are included in Table IV. The reading of the voltmeter has an un-
certainty of * 0.1 mV, which correspoends to 0.3 cm_l uncertainty. When
scanning the temperature the voltmeter reading leads the true oven
temperature by ar much as 0.2 mV, so that during a scan the voltage
reading is systematically in error by about 0.6 cmﬁl. Thus, the over-
all uncertainty in calibration plots is about 1 cm_l. This can be
reduced by manually setting the OPO to the absorption frequencies of the
calibration gas and allowing the OPO oven enough time to equilibrate,
so that an accuracy of 0.3 cm_} is attainable. Such accuracy was not
necessary for the present experiments.

The exact voltage reading of the oven temperature depends upon the

particular digltal voltmeter used. With the same voltmeter, the



Figure II-2.

General experimental schematic. The outpuc of the OPO is
collimated, filtered, and directed into the matrix;
sometimes the excitation is focused as shown. Fluores-—
cence is collected with a lens and detected by a Ge:Hg
photoconductive detector cooled with pumped liquid H

or with liquid He. After amplification, the signal “can
be averaged to produce a flucorescence decay trace, or
integrated to produce an excitation spectrum. A photo-
diode pulse synchronized with the YAG pulse triggers the
experiments. More details in the text.
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calibration drifted by no more than 0.5 mV during a period of a year, so

it is unnecessary to calibrate the OPO frequently.

4, Experimental Arrangement

The overgll schematic for the experimental arrangement is shown in
Fig. 2. The beams emerging from the OPO are collimated ty a 25 com
focal length quartz lens, and in some experiments, focused into the
matrix by a 4 cm focal length CaF2 lens, to a spot dlameter of 60-80 yu.
The collimated beam has a diameter of 260-370 y at the position of the
matrix. Two excitation geometries were used. In experiments in which
the first overtone is excited, the beam is directed perpendicularly
through the matrix toward the detector, which 1s shielced from the
excitation pulse by a cooled dielectric filter which allows transmission
of only Av=1 transitions of the molecule being studied. In these experi-~
ments scattered light is present as a sharp spike at the beginning of
tiie fluorescence decay curve, but its level is well below saturation
of the detector. In other experiments the beam excited the front
surface of the matrix, entering the cryostat through the CaF2 side
window, as illustrated in Fig. 2. WNo scattered light is observed with
this geometry, even after signal averaging, with Av=2 excitation.
Experiments directly exciting the fundamental required front surface
excitation.

The infrared detectors are mounted vertically above the matrix
sample. Fluorescence from the matrix is focused in a l:1 magnification
ratio by a 5 ¢m £/1 Cal-‘2 iens. Details on the detector performance are
given in subsection 6. Alignment of the detector is quite straight-

forward. Since the pump, signal, and idler beams emerging from the OPO
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are collinear, either the visible pump or signal beam can be used for
alignment purposes. The Q-switched pump beam should not be used for
alignment, however, since alignment requires that the bean impinge
directly on a dielectric interference filter, and some filters are
damaged at Q—éwitched YAG power levels. The alignment beam is directed
upward by a gold mirror so that it impinges on the dielectric filter
covering the detector aperture. (The detector should be off during
alignment.} The focusing lens is placed a distance equal to twice its
focal length below the height of the detector element (which is about
one inch above the bottom of the detector dewar, depending upon the
detector dewar). The lens is positioncd so that the alignment beam is
brought back to the detector aperture--it should now be passing through
the center of the fluorescence lens. Next, the refrigerator is posi-
tioned so that the matrix is placed a distance twice the focal length
below the fluorescence lens and the beam passes through the center of
the matrix. This is the "straight through" excitation geometry. The
detector and fluorescence lens are now well aligned for optimum 1:1
focusing of the fluorescence. For front surface excitation the mirror
below the matrix is rotated and the beam is bounced off a second mirror
and brought back to the original illuminated spot on the matrix. Final
alignment is optimized by minor adjustments of lenses and mirrors--
this is especially easy when single shot signals can be directly observed
on an oscilloscope. When the 4 cm focusing lens is used, it is put in
last, 4 cm from the position of the matrix inside the refrigerstor. It
is positioned so that it illuminates at the same spot on the matrix.
The pump beam is removed by a red glass filter during the fluores-~
cence experiments in the 1.8 p and 2.4 u regions. At 3.5 p it is nec-

essary to filter the 0.532 p pump with Ge, since glass will not transmit

w



3.5 u. 1In some experiments at 1.8 and 2.4 y che power of the exci-
tation pulse was varied using neutral density filters. The trans-
mission of these filters was checked at 1.8 and 2.4 py on a Cary 14
spectromet2r, and found to agree with their calibrated transmission in
the visible. The neutral density filters were positioned near the red

glass filter.

5. Sample Heating Effects

The energy absorbed by the guest and not reradiated will ultimately
be dissipated into lattice phonons producing heat. The bulk temperature
rise in the sample, and thermal relaxation, are estimated below.

Assume an instantaneous excitation pulse which has a cross-sectional
avza wrz and passes through a length 1 of the matrix. The energy

absorbed will be

1

E = EO(I--e—uC )

where E_ 1s the total pulse energy, and a and ¢ are the absorption

0
cross—section and concentration of the guest species. For overtone
excitations for which o is small or for short distances 1, E = Eoucl.
The energy 1s absorbed in a volume ﬂrzl, and the instantaneous tempera-
ture rise of the irradiated volume is AT = E/Cv, assuming the absorbed
energy is immediately released as heat. Cv is the heat capacity of

the volume ﬂrzl. Expressing the concentration of the guest as a mole
fraction, c¢=xr, where p is the number density of the host lattice, the

maximum temperature rise is given by

Eoux

AT = (6)

ﬂrZCm
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where C is the specific heat and m is the atomic mass of the host atom
(in grams). For HCl v=0 -+ v=2 absorption, a~1 x 10“19 cmz/moleCLle.

With C at 10 K and m for Ar taken from Table I, E, = 20 uJ/pulse, and

0

assuming tight focusing to r=30 p, the temperature rise is

‘I
AT = (1.3 x 10")x K.

For x = 10'3, AT = 13 K.

Also important is the thermal relaxation time. The problem is
mathematically formulated with a diffusion equation36

vutr,0) - 5 0 |
JRRNET:

g2 = k/nCp ™

where u(r,t) is the temperature distribution functi-a and corresponds
to the difference between actual temperature and e ,uilibrium tempera-
ture. K is the thermal conductivity and p, m, ar C have been pre-

viously defined. For the present problem, the ordinate system is

cylindrical and the boundary conditions are 1) u(ro,t) = 0 and 1ii)

%% (0,t) = 0, and the initial condition is iii) u(r,0) To for

Osr s T, and u{r,0) = 0 for r > T, This ccrresponds to an instan-
taneous temperature rise by AT = To upon i radiation of the volume of
the matrix intercepted by the excitation eam. Equation (7} is solved

by37

w 27 j -t/t

[¢) 0,s
u(r,t) = J ——a—— J (—2=1) e
s=1 JO,sll(JO,f) ¢ r

7 2
LN /(Bjo,s) (8)
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where J0 and Jl are the zeroth and first order Bessel functions, and

jo a is the sth root of Jo. The thermzl decay is a sum of exponentials,
’

the slowest of which has a relaxation time of 71. For r, = 30 p, using
the values necessary to comp-te 8 from Table I, and using jo 1= 2,405,

1, has a value of 7.1 us at 10 K for Ar, which is the upper limit for

1
the thermal decay time of the irradiated volume.

‘Heating effects should be negligible because heat cannot be
released faster than the non-radiative decay of the excited guest
specles. For all experiments performed, measured non-radiative decay
rates exceed 10 pus, and are slower than thermal decay rates. Thus,

heat is dissipated as rapidly as it is produced and the temperature will

never build up to the extent predicted by Eq. (6).

6. Infrared Detectors and Signal Amplifiers

3 has described in detail the theory and practical details of

Finz:l.2
the infrared detectors used in the present studies. The majority of the
HC1l experiments were performed with a mercury-doped germanium (Ge:Hg)
photoconductive detector, operated with the LHOO033 buffer pre-amplifier
circuit described by Finzl. In some experiments, a 9.3 mm by 10 mm
copper-doped germanium (Ge:Cu) photoconductive detector, also described
by Finzi was used.

The electronics system which produces a time resolved fluorescence
signal is composed of the detector and its pre-amplifier followed by a
signal amplifier with a gain of 10 to 1000. The overall system is
characterized by a frequency bandwidth, which will distort the fluores-
cence signal if a characteristic time of the fluorescence signal

approaches either the high frequency or low frequency cut-off of the

electronics.
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Dasch 8 has analyzed the response of an clectronic network composed
of a high pass and a low pass filter to a pulse which is a sum of

exponentials. For a single exponential pulse,

see) = Xt

8
the pulse emerging from the network is given by3

w k- ~w e —w t
H
1 L o _,. H @

]
S (t) =
Uy k k Wy

where wy and w are the high and low cut-off frequencies (angular
frequencies). In practice, boch the preamplifier and the signal
amplifier have high and low f :quency cut-offs, and the electrical net-~
work should consist of a serjes of RC filters. 1If the low frequency
(high frequency) cut-offs of the pre-amplifier and signal amplifier are
very different, only tiie highest (lowest) low (high) frequency cut-off
will affect the signal and Eq. (Y) is appropriate. For the present
experiments, the effects of low frequency response are more of a problem
than those at high freguency. For a network of two low pass filters in
series, the response to an input exponential pulse is

t ~m2t

2
k2e~kc ue w, e

(o) (eay)  Twgmay) (@) K) (o) (o)

8" () = (10)

where w, and w, are the low frequency cut-offs of the two high pass

1 2

filters. Equation (10) agrees with Eq. (9) when Wy, 0, and uz=0.
High frequency and low frequency responscs can be measured using

Eq. (9), but some features made evident by Eq. (10) must be considered.

If the input pulse is short so that k >> wy 2>, Eq. (9) is reduced to

the sum of a rising ~nd falling exponential; the falling exponential has
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the decay time w For moderately long pulces, Wy ? k = W Eq. (9)
-w_t

has a slowly rising negative component e . This 1s responsible for

v

baseline "droop" scen in many fluorescence decay traces and is due to

the fact that the electronic system attenuates those low freiquency

components of the signal necessary for a smooth approach to a level

baseline. The relative magnitude of the droop is given by the ratio
~w, t

of t=0 amplitudes of the e_kt and e = terms in Eq. (9), (assuming

uﬂ*’) and is

o
-
=

ol

This becomes increasingly important as k approaches w -
All of tue preceding paragraph assumes that therc is etieciively
only one high pass filter in tke electronic system. Equatieon (10)

yields a response signal which i3 the sum of three exponentials, two
. —u.t
falling, k and W,y and one rising, Wiy for k > wy > wy. The e 1

produces baseline droop. For Wy small, the effect of the second high
pass filter is small. For the case of two ldentical high pass filters,

Wi=w,, the response will have only one falling and one rising exponen-

tial. The relative amplitudes at t=0 of the rising and falling expon~

entials 1is

A w 2k-w
e
k

e
A k

1

). (12)

Cumparison of (9) and (10) and of (11) and (12) with wy=g produces the
following conclusfons: For two equal high pass filters in series, the
frequency characteristic of the baseline droop is the same as that

produced by only one high pass filter. However, the magnitude of the
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droop is enhanced with two filters, since (Zk—ml)/k in Eq. (12) is

greater than one if k > w The experimental manifestation of this

1
result will be discussed below.

In the detector pre-amplifier system, the high frequency cut-off,
wys is due to an RC formed by the load resistor and a small stray
capacitance inherent in the pre-amplifier and detector mounting. The
intrinsic t’ e constants of doped Ge photoconductive detectors are much
faster than 100 ns, and can be made as fast as 1 ns.39 Finzi25 has
wmeasured wy for the Ge:Hg detector with a 30 K load resistor by using
scattered light from the OPO (1/k ~ 70 ns) as a very fast input pulse.
The 375 ns decay of the signal gives the detector-pre-amplifier high
frequency time constant. The high frequency time constant of the Ge:Cu
detector is 110 ns.25

The low frequency time constant can be mecasured by using a
relatively long fluorescence dccay pulse as the input optical signal,
and observing the rise time of the recovery of the weak baseline droop,
Figure 3 shows such a measurement for the Ge:Hg detector when z fluores-
cence signal of 200 pys decay time is used as the input pulse. The
rise of the baseline droop has a time constant of 11 ms, close to a
calculated value of 17 ms.zs The measurement presented in Fig. 3 used
a Keithley 103 amplifier which has a low frequency cut-off of 0.1 Hz.
Low frequency responses of other detector-amplifier arrangements have
also been measurcd in the same way. Using a Keithley 104 amplifier in
place of the 103 also yields a low frequency time constant of 11 ms.
However, the magnitude of the droop is greater using the 104 than it is

using the 103. The low frequency cut-off of the 104 is specified to be

about 15 Hz, comparable to the low frequency cut-off of the pre-auwp.



Figure II-3.

Long-time response of detector system to an intermediate
pulse. The detector system is the Ge:Hg detector with the
Keithley 103 amplifier with the buffer follower. The
fluorescence signal is from an HC1/Ar sample, M/A = 527 * 5,
at 9K; T = 230 us. The upper curve shows the fluorescence
peak with a small droop; it is expanded 16 times to produce
the lower curve, and clearly shows the exponential recovery
of baseline droop. The inset shows the analysis for the
low frequency cut-off: w = 90 sec-1, TS 11 ms.
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The droop is large with the 104 since the elcctronic system has two
equal high pass filters in series, as described by Eq. (10). The Ge:Cu
detector uses a Santa Barbara Research Corporation Model A 320 amplifier,
which has been measured by the present technique to have a low frec-
quency time counstant of 3 ms (55 Hz).

In principle, amplifier distortions of a fluorescence signal which
is the sum of exponentials can be accounted for using equations like
(9) and (10) if the amplifier cut-off frequencies are known. 1In
practice, it is preferable to use electronics with a bandwidth much
larger than the range defined by the characteristic frequencies of the
fluorescence signals, since this will yield a decay trace with a smooth
baseline, The errors involved in analyzing decay traces with baseline
droop will be discussed in Chapter IV.

For the DCl experiments, the Ge:Hg detector was moved to a dewar
which could accommodate a circular variable filter, identical to the
dewar described by Finzi25 for the Ge:Cu detector. Since the fluores-
cence decay times of DC]1 are as long as 20 ms, a new, dc coupled pre-
amplifier was built for the Ge:Hg detector--when used with the 103
amplifier the low frequency response of the electronics should extend
to the 0.1 Hz cut-off of the 103 amplifier. Thus, problems of baseline
droop are avoided. The pre-amplifier circuit is shown in Fig. 4. This
pre-amplifier differs from that described previously25 in two respects:
The 0.56 uf coupling capacitor has been removed and a 300 kQ voltage
limiting resistor has been placed in series with the detector and 30 kQ
load resistor. The detector is bilased at 45 V. The voltage limiting
resistor prevents the dc level of the input to the LH0033 from exceeding

5V, protecting the chip. During operation, under conditions of high



Figure II-4.

Electrical schematic for the dc coupled Ge:Hg pre-
amplifier. See text and reference 25 for details.
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background flux, the output of the pre-amp can have o4 dc level as high
as 2-3 V, which exceeds the maximum specified de input for the Keithley
104 amplifier. When using the 104 with the Ge:Hg detector with tre de
pre~amp, tiv <o icvvel of the pre-amp output should he measurcd, ara a
50 ohm terminator placed in parallel with the Input to the 104, {f rhe
dc level exceeds the specified amplifier tolerance of 2.5 V.

The 300 ki voltage limiting resistor is not cooled during detector
operation, and will contribute Johnson noise to the detector system. In
fact, the peak tu peak noise level referred to the input of the 1G4
amplifier increased from 0,14 mV to 0.18 mV under otherwis. ideatical
conditions, upon modification of the Ge:Hg detector pre-amp. For the
present experiments, this noise increase is viewed as the price for dc
coupling, although the noise could be reduced by cooling the voltage
limiting resistor. This was not necessary for the present experiments.

The high frequency time constant of the revised Ge:Hg detector was
measured to be 450 ns. The high frequency response of the detector 1is
affected by the 30 k& voltage limiting resistor. For short signals,
such as scattered light (70 ns), the pre-amplifier shows a baseline
undershoot with a recovery time of about 5 ps. For flucrescence signals
from DCl, which are much longer than this, nc short term distortions are
observable, The dc response of the amplifier was measured by observing
the peak amplitude of a chopped cw source as a function of c.opping
frequency, using the 103 amplifier, since an intermediate duratio. pulse
necessary for using the baseline droop technique would have to be very
long. At the minimum attainable chopping frequency of 7 Hz, the peak
amplitude was attenuated by 20 * 10% from the high frequency (100 Hz)
value, which corresponds to a low frequency time constant of 0.3-1.0

second.
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The 45 V bias level was chosen empirically by measuring signal-tc-
noise response of the detector to both a chopped cw source and a short
pulsed (OPO) source. In general, the signal-to-noise response of a
background ligired photoconductive detector, as characterized by D*,
is constant with bilas voltage until a critical voltage is reached, at
which point increasing bias voltage decreases D*.['0 Por Ge:Hg, the
critical voltage lies between 45 and 90 V, by empirical observation.

In order to estimate the magnitude of decay constants implied by
null results of a fluorescence decay experiment, two questions arise
concerning the 1limits of detector performance and experiments that can
be performed: 1) How strongly must the sample be excited in order to
produce an observable response from the detector and 2) What is the
fastest decay to which the detector can respond? These are really two
aspects of the same question. For a power Ps, incident on a background

limited detector element, the signal-to-noise response of the detector

will be
u P
Vs- = .._S__g (13)
N (AdAf)

*
where Vs and VN are the signal and noise voltages produced, D 1is the

specific detectivity of the detector, Ad is the detector area in cm2,

and Af is the bandwidth (Hz) of the signal processing electronic system.
*

D can be interpreted as "the signal-to-noise ratio when one watt is

incident on a detector having a sensitive area ot 1 cm2 and the noise

whl

is measured with an electrical bandwidth of 1 Hz. For a fuller dis-~

*
cussion of D and other detector paraumeters, the reader is directed

elsewhere.?'5’“)’4l
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For laser excited samples, the incident power is due to the fluores-

cence collected by the detector optics. For instantaneous excitation

of N0 molecules in the image of the derector at the sample at t=0,
-k
PS = PO e
PO = gAthO (14)

where g is the geometrical factor equal to the fraction of a sphere
subtended by the detector optics, A is the Einstein coefficient for
emission at frequency v, and k is the decay constant for the excited

sample. The signal, V is distorted by the high frequency and low

5
frequency cut-offs of the post-detector electronics, as given by Eq.
{(9), whereas the noise voltage is proportional to the square root of
the electrical bandpass, since the noise spectrum is independent of

frequency. Considering only the high freyuency cut-off, Wy the

observed signal-to-noise ratio is

*
v P D w -u_t
S___ 0 _H { -kt H
7= - [c e ] (15)

P
N (agaB)*

The maximum signal-to-noise ratio will occur at time tmax’ given by

1 “H
tmax = = (o) (16)

All of the above refers to the case of a background limited photo-
conductive detector ir which the source of noise is the fluctuation in
intensity of the background thermal radiation striking the detector. In
actual practice, the Ge:Hg detector noise arises from other sources as

well, such as Johnson noise from the voltage limiting and load resistors
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and amplifier noise. For the rough estimates c¢f the present section,
(to within a factor of about 2) however, the detector may be considered
as background limited; background fluctuation is about 50%Z of the noise
of the Ge:Hg detector systew.

The value of D* depends on the conditions of measurement and
operation, and, in particular, on the detector field of view and the
ptesénce of a cooled interference filter which reduces the thermal
background flux.25 For the Ge:Hg detector used in these experiments,
D* has been measured by the Santa Barbara Research Corporation. For a
300 K background reduced by a cooled interference filter transmitting
from short wavelengths only to 3.2 y, with a 0.64 7 steradian field of
view, a 30 ki load resistor and a -60 V bias, the D* value measured for
3.2 u is 3.0 x 1011 cm (Hz)%/watt. " decreases by about 20% as the
bias 1s changed from -60 to -30 V. Typical values of D* for Ge:Hg
detectors without benefit of a cooled interference filter are about
10X 1010 at 3:2 u.39 For the following considerations a conservative

11

*
estimate of D =1 x 10 for the detector in experimental conformation

is used.
Question (1) is answered assuming wy >> k, and requiring VS/VN > 1
in Eq. (15). In this case tmax = 0. For the Ge:Hg detector with a

Keithley 104 amplifier, Af = 3 x 10% sec™! and Ay =03 cmZ, s0 Py =

9.5 x 1072 wact. For HCL, with A = 33.9 sec ’ and v = 8.6 x 10'% sec!,

11

gN. =5x 109. Assuming a collection efficiency, g, of 1%, 5 x 10

0
molecules of HC1 must be excited to produce an observable single shot
S/N of 1. Equations (15) and (16) reveal the tradeoff between peak

fluorescence intensity and detector time comstant. As k becomes much

faster than Wy the peak fluorescence intensity must rapidly increase to
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maintain a constar S/N ratio at tmax' For a particular transition and
collection geome ry, this requires that NO must increase. Signals can
be observed (although distorted in time) from samples decaying faster
than the detector response time, provided that enough molecules are
excited. Equation (15) can be evaluated at Lmax and recast in a
dimensionless form, using the variable x = k/wH; the resulting equation
is plotted in Figure 5. For a value of POD*/(AdAf)11 =5, a S/N of 1 can

be observed at » = 2.8. For the value of w, = 3 x 10° sec_l, this

H
corresponds to a decay time of 120 ns. Question (2) is answered by
considerations such as these.

These considrrations seem, perhaps, a bit esoteric. However, in
Chapter V it will be observed that no fluorescence signal results upon
excitation of the HCl dimer in Ar. Considerations such as the preceding
will enable an estimate to be made of the dimer decay time implied by
the null results.

To maximize S/N it is desirable to ruan with the minimum wy that will
not distort the fluorescence signal, since this will reduce the band-
wildth of the electronics and hence reduce the noise. From consideration
of Egs. (15) and (16) the peak amplitude of the fluorescence signal will
be attenuated by less than 2% when wH/k > 100, and by less than 0.77%
when wH/k > 1000, A variable low pass filter is used with the 104
amplifier to accomplish this;42 the schematic for this filter is given
in Fig. 6. The 103 amplifier has a variable high frequency cut-off.
Since the 103 has a high output impedance of 2000 ohms, an impedance

43

matching buffer follower, shown schematically in Fig. 7, is used

between the amplifier and the Biomation 8100.



Figure II-5.

Tradeoff between S/N and time constant for observable
decay. Equation (15) is evaluated at tmax, as given by
Eq. (16). The ordinaje is the reduced variable
(VS/VN)/XO. Xo = POD /(AdAf)ﬁ. When k=mH, the S/N has

been reduced to 37% of the low frequency intensity limited
signal.

76



Ol

Ol—

.00!

XBL77i1~2183

4



Figure 11-6,

Variable low pass filter., High frequency cut-offs can be
©, 5,0, 2.5, 1.0, 0.5, 0.1, 0.05, or 0.01 MHz.
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Figure 1I-7.

Buffer follower. The LHO033 chip matches the 2000 ohm
output impedance of the 1C3 amplifier to the 50 ohm
input impedance of the Biomation 8100.
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7. Filters

Beside reducing the background radiation received by the detector,
the infrared dielectric filters can spectrally resolve [luorescence
signals. In the majority of the experiments using the Ge:Hg detecror,
the detector dewar could accommodate only one filter. Experiments were
performed with a 3-5 u wide band filter inside the dewar and various
filters external to the dewar. Narrow band filters were used tc
separate HC1 v=2 + v=] and v=1 + v=0 fluorescence and DCl v=2 -+ v=1
and v=1 + v=0 fluorescence.

Some experiments were performed using a detector dewar which could
accommodate a 3-6 u cireunlar variable filter (CVF). The CVF is a multi-
layer dielectric filter with layers of wedged thickness. The central
wavelength of transmission is a linear function of the exact position
on the filter circumference through which radiation passes, and the
resolution depends on the angle of the filter subtended by the fluores-
cence collection optics. Upon cooling from roum temperature to cryo-
genic temperature, the transmission characteristics of multilayer
dielectric filters are blue shifted by 1-2%, so it is necessary to
calibrate the CVF in situ. Calibration is performed in the 3 u region
using scattered radiation from the OPO, which itself has been calibrated
against HC1 v=0 » v=1 absorption. The CVF was calibrated in the DCl
region by scattered light from a frequency doubled TEA CO2 laser, using’
a Te crystal for frequency doubling.44

The resolution of the CVF could be ascertained by observing the
range of settings for which a fixed calibration frequency could be ob-
served. The resolution can be increased by narrowing a slit in front

of the detector element inside the CVF dewar. With a slit width of 2 mm,
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the resolution of the CVF at 3.5 py is 33 cm = (FWHM). Frequency accuracy

and reproducibility is about 4 cm-l.

8. Signal Averaging Electronics

Single shot signal-to-noise ratios as high as ten were observed in
some cases, but for excitation on lines other than R(0O) typical S/N
ratios were unity or less. Fluorescence decay traces with enhanced S/N
are produced with a digital signal averaging apparatus composed of a
Biomation 8100 transient recorder Interfaced with a Northern NS-575
signal averager. The Biomation digitizes the signal into 2048 channels
of time increment of 0.0l us or longer. The digital data is transfer-
red in groups of 512, 1024, or 2048 channels into the Northern, where
results of successive laser pulses are added. After N shots, the signal
has increased N-fold, whereas the noise, which is random, increases by
/N; thus, the signal-to-noise ratio increases by /N. Typically 1000-
10,000 shots are averaged to produce final S/N ratios of at least ten.
Single shot S/N ratios of less than 0.1 cannot be averaged to produce
usable r.zsvits.

The data stored digitally in the Northern comprises fluorescence
Intensity vs channel number. For most of the fluorescence decay experi-
meats, the data was plotted on an x-y point plotter to produce fluores-
cence Intensity vs time plots. Decay times are extracted by manually
replotting the data in semi~logarithmic form. During the later stages
of this research, Dasch38 constructed an interf .c.: between the Northern
and the Lawrence Berkeley Laboratory CDC 6600 computer. This allowed
for direct computer analysis of decay traces. Some additional comments

on the systematics of data amalysis will be presented in Chapter IV.
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9. Fluorescence Spectroscopy

Fluorescence spectra were taken using the CVF as the dispersing
element. The purpose of the fluorescence spectra is two-fold. First,
the vibrational levels populated during the relaxation pracess can be
observed. Second, from the relative intensities, the proportion of
relaxation by V » V processes as compared to V > R,P processes can be
estimated. Spectra were taken for a fixed excitation frequency to v=2
of an HC1/Ar sample by incrementing the central transmission wavelength
of the CVF in 20 cm_l steps, and integrating the fluorescence decay
curve produced at each setting with a planimeter. The integral was
scaled to the input parameters of the Biomation B100 and to the power
of the YAG pump to the OPO. The resolution of the CVF was 33 .':m"1 (FWHM) .

Assume a model in which v=2 Is initially excited to a population
of ND at t=0 and decays with rate k21, creating £ molecules of v=1. ¢
varies between 1 and 2. A value of £=1 means that depopulation of v=2
has occurred by loss of a quantum of vibration from the ensemble; £=2
means that v=2 has decayed in a V > V process to make 2 molecules in
v=1, An intermediate value of £ indicates a combination of the two
processes. Molecules of v=1 subsequently decay -**h rate klO' The

fluorescence signals observed from v=2, SZ’ and v=1, Sl’ are

-k, t
S, = gAN, e “21 (17

BOANGk, B “kyot oyt .
17T, -\ (18)
217 %10

A2 and Al are the Einstein emission coefficients for v=2 » 1 and v=1 > 0

fluorescence, g 1s a geometrical factor described in subsection II.D.6,

and § 1s an optical density factor, varying between 1 and 0 as the sample
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varies between transparent and totally opaque. The signal from v=2 is
assumed to have a 8=1, since v=2 + 1 emission cannot be absorbed by

ground state HCl guests. Integrating Eqs. (17) and (18) over all time

gives:
o0
SZ = Sz(t) dt = gAZNOT2 (19)
1]
S1 = Sl(t) dt = gsgAlNorl (20)
0

where T, = l/k21 and T 1/k10. S is the experimentally measured
parameter, With a suitable choice for §, the value of £ can be deduced,
thus 1indicating the extent of V + V processes in the relaxation of v=2,

A simple one dimensional model for optical demsity is illustrated
in Fig. 8. 1t is assumed that the decay lifetimes are short relative
to the radiative lifetimes, so that lifetime distortions due to radia-
tion trapping may be neglected, The number of photons emitted between
x and dx is fi(x)dx. The number of photens surviving the thickness 1

after emission at x is

X

n(x) = ix) e~ dx.

Assuming that the initial excitation is uaiform so that f(x) is inde-
pendent of x, fi(x) = no/I where n, is the total number of emitted photons.
The number of photons emerging after the thickness 1 is

1
n n

= 2 X =2 (1M
n T e dx " (l-e ).
0

The optical density factor is then

1

=B ol Y
5 = o 1 (l-e ™), 21)

[s]



Figure II-8.

One dimensional model of optical density, The matrix is
a uniform medium extending from x=0 to x=1. The number
of photons emitted at the point x is fi(x)dx, as indicated
by the black dot. n(x) photons emerge from the sample
headed to the detector. See text for details.
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A more detalled three dimensional analysis, assuming the matrix is
thin compared to the distance between the matrix and the fluorescence

collecting lens, gives

cos6; y1
6 T:ZEEEI (;I) El(cosel) - E (D) - in(cosel) (22)

where 01 1s the polar angle subtended by the fluorescence collecting

lens and E1 1s an exponential integral.45 For 91 = 0, the three dimen-
sional result reduces to Eg. (21). For a 5 cm £/1 fluorescence collecting
lens, 01 is 140 and the difference between Eqs. (21) and (22) is very

small. The factor yl in Eq. (21) can be obtained from the sample's

absorption spectrum, since

Io
Yl = ln(jf).

Due to the resolution problems in infrared spectroscopy of matrix samples,
values of En(IO/I) tend to be underestimated. Integrated absorbances,
however, are muct less subject to error, and the true value for Yyl can

be calculated from

(vy1)

(Av)observed

(Yl)true = (Av)

observed 23

true

where Av are linewidths. The "true" value for Av which is used is taken
from fluorescence excitation spectra, since the resolution of these are
better than the resolution of absorption spectra.

The optical density factor & is a function of frequency v. Since
the bandpass of the CVF is broad, the effective § will be a weighted
average over the fluorescent transitions passed by a part.cular CVF

setting. The problem is simplified by assigning one value for § for all
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CVF central transmission frequencies in the range of the v=1 -+ 0 transi-

tions: 2945-2800 cm_l, and 6=1 elsewhere. For v=1 -+ Q transitions:

~(Yl)t

ml__1_ ) (24)

0= 1¥O) Tory oo,

where J is the rotational level of the upper emitting state; P(J) is the
Boltzmann factor for J; |m| is a line strength which equals J for an R
branch transition and J+1 for a P branch transition; and (yl)t 1s the
true value calculated from the observed absorption of the transition t
using Eq. (23). In practice, for HC1l/Ar, only R(0), P(l}, and P(2)
transitions are important.

The integrated intensities, S, are corrected for YAG laser power
fluctuations, which are as high as 10%Z. This corresponds to about a
20% variation in OPO intensity, and constitutes a major source of error
in the quantitative analysis of the emission spectrum. The use of a
single value for § is somewhat justified by the large bandpass of the
CVF, but it tends to enhance the calculated response for the most
strongly absorbing R(0) line, while detracting from the response of lass
strongly absorbing transitions such as P(1). Signals are undercorrected
for P(1) by less than 10%, however.

The results of the emission spectra will be discussed in conjune-

tion with the fluorescence decay meacurements in Chapter V.

10. Fluorescence Excitation Spectroscopy

Fluorescence excitation spectra were taken by monitoring the fluores-
cence from the matrix sample while scaniing the OPO idler frequency.
This was accomplished, as shown in Fig. 2, using a gated integrator to

sample the fluorescence and produce a dc voltage proportionai to the
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fluorescence intensityv, which is displayed on a strip chart recorder,
The OPQ oven temperature is scanned at a rate of 0.1 C per minute which
is roughly a scanning rate of 1 cm_l/min. This subsection will begin
with a discus§ion of the basic operating procedures of a gated electro-
meter, which is used as the gated integrator, followed by a discussion
of the kinetic information obtainable from excitation spectra., The
detailed results of excitation spectra will be consldered in Chapter TIII.
A gimplified electrical schematic of the gated integrator is given
in Fig. 9. Ri is an input resistance which is actually due to the FET
gate which opens and closes the electrometer input. For the present
purposes it can be consldered to have a resistance which becomes infinite

when the gate is closed. An operational .mplifier acts so that no cur-

rent flows from the dotted junction in Fig. 9, so

v v 4
in _ _out out
R, R, +C—3 (25)

where Rf and C are the feedback resistor and capacitor. For an expon-

S

ential input pulse, V n = Vo exp(~-t/1) with the initial condition that

i
vin = 0 at t=0, Eq. (25) is solved by
S
v T -t/R.C
Vg =R—°~——[e"t/T . ] (26)
i _RC
Rf T

where vout has been shortened to VS. RfC is chosen to be much longer
than 1, so that V rises rapildly within a time 1 and decays very slowly.
In practice, the response of the operational amplifier to an input pulse

will have a rise time given by its slewing rate (mV/ms), S. For anm

input pulse of magnitude Vo, the rise time introduced by the operational



Figure II-9.

Simplified schematic of an integrator.
at the junction indicated by the dot.

No current flows
See text.
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amplifier will be t = VO/S. Using Eq. (9) for an exponential pulse
attenuated by a low pass filter of cut-off frequercy 1/cr, and assuming

that RfC >> tr’ 1, the pulse emerging from the electrometer is given by

-t/R.C -t/R.C ~-t/t
s Re (o) [}(e Fe™Mite F e r)] @n

S

\

.There are many sources of nolse present when the gated electrometer
is used with a voltage source, such as an infrared detector, and analytic
treatment of the noise sources is not straightforward. The noise
emanating from fluctuations in the thermal background flux on the
detector is spectrally white, and in principle should integrate to zero
for sufficiently long integration periods. 1t is not apparent how gating
the electronics affects this source of noise. If a dc noise signal is
present, 1t can be treated as a pulse with infinite 7, and neglecting
slewing rate considerations, the output noise level of the electrometer

is

Z
le
n

[1-e—t/RfC]. (28)

N o 1

After a time T, the signal-to-noise ratio can be calculated from Egs.
(27) and (28), and, assuming T << R.C, the result 1s
S
v . t ~T/t
= o T [z 47Ty E gl T
S/N = N Tor [T (l-e ) T (l-e )]. (29)
v T
o
The expression in brackets reaches a maximum for some finite T and hence,
when the noise can be reprcsented by a dc input level, the value of T
that maximizes the S/N corresponds to the optimum setting of the gate

width. Equation (29) is suggestive of a possible mechanism explaining
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the utility of pating the electrometer with voltage sources, but should
not be takan more sericusly. An explanation for a dc type noise
voltage could be a voltage leak across the FET pate which corresponds
to Ri'

The real enhancement in S/N in using the integrator is due to the
fact that the signal is repetitively pulsed and is effectively signal
averaged for the number of shots occurring within the RfC decay time of
the electrometer. According to the usual statistics for signal averaging,
signal voltage is increased N-fold for N shots, while noise increases

as a random variable, and hence by a factor of VN. For a laser

repetition rate of f pulses/second, the S/N of the gated electrometer is

7 voS
S/N = (fRfC) —~ F(t,VO,T) (30)

o

<

where F(t,Vo,T) is a function depending on the input pulse characteristics
and the gate setting.

The actwnal gated e1c=_¢:(:ror,net:erl’6 can be divided into three parts:
the pulser, the gate, and the electrometer, shown in Figs. l0a, 10b, and
10c. The gating circuit has been described by Rosen, et al.l’7 The
2N4117A FET is the gate to the electrometer. The gate can be opened from
an external pulse, or canm be triggered internally by a pulse generator.
The pulse generator and pulse shaping electronics for an external trigger
are shown in Fig. 10a. The general timing of the device is as follows.
A pulse, either externally or internally generated, opens the 2N4117A
FET allowing the electrometer to sample the input signal. The gate is
closed at a time set by the gate control on the front panel. The REC

value of the electrometer is set at two seconds. The gated electrometer



Figure II-10a.

Schematic of pulser for gated electrometer device.
pulser can generate triggering pulses or will shape
external trigger pulses.

The
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Figure II-10b.

Schematic of gate for gated electrometer device. Signal
is input to the source of the 2N4117A FET. Gating pulse
opens the FET and the drain from the 2N4117A goes to

the electrometer.
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Figure 11-10c.

Schematic of electrometer for gated electrometer device.
Input comes from the drain of the 2N4117A in the gate
circuit. The product of feedback resistor and capacitor
gives a 2 second integration time. The AD 118 op amp
impedance matches the output of the integrator to a
strip chart recorder.
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was designed to operate with curremt sources such as photomultipliers,
rather than with voltage sources such as infrared detectors. Analysis
of noise and gating advantages are more straightforward for photo-
multiplier applications.47

Experimental application of the gated electrometer in recording
infrared fluorescence excitation spectra proceeds as follows. The
electrometer gate is triggered externally by a positive photodiode pulse
synchronized with the YAG pulse. The repetition rate of the laser
system is as rapid as is convenient. The output of the IR detector is
amplified by the Keithley 104 by a factor of 10 or 100, depending upon
whether the gain of 100 saturates the electrometer output for a strong
fluorescence signal. The gate width is set to maximize the dc level
of the electrometer output when the OPO is set to the strongest
fluorescing absorption line of the sample. The gate width can be varied
between 2 ps and 1 ms. Ewmpirically a gate width comparable to the
fluorescent decay time appears optimal. The spectrum baseline is set
with the detector on but shielded from fluorescence. The OPO is then
positioned at a wavelength appropriate to begin the scan. The position
of the delay setting is important only for internally triggered pulses,
and so is not significant for these experiments.

In some experiments the position of the strongest fluorescing line
(if any exists) is unknown. In this situation, the pate width is set
to its maximum, since experience with observable pulses shows that the
peak signal amplitude decreases more rapidly when the gate is too short
than when it is too long. Otherwise, the set-up is as described cbove.

If the source of noise is uncorrelated to the signal, Eqs. (29)
and (30) suggest (for € Q)

S/N = vor/f".
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Furthermere, Vo should be proportional to the laser power and the
absorption coefficient of the sample at the OPO frequency. Then, the

empirical relation
S)N = y(laser power) (absorption coeificient) Tvf (31)

should be valid, where x is a function of at least laser bandwidth and
gate setting of the electrometer. x is certainly fixed in value once
the conditions for an excitation spectrum have been set. Supposing
that x 1s not very sensitive to the gate width T, so long as T>t7, ¥
should be nearly a constant. In fact, empirical correlations between
excitation spectra of different samples and belween different peaks on
the same spectrum suggest that Eq. (31) is not unreasonable. Knowing
the absorption intensity of a peak which does not fluoresce, and using
X values from spectra where there is a fluorescing peak, Eq. (31) can be
used to estimate maximum lifetimes of the '"non-fluorescing” specles.
The resolution In fluotrescence excitation spectra is determined by
a combination of the linewidth of the OPO and the product of scan rate
and integration time. The ldler linewidth of a temperaiure stable OPO
running multi-mode in the 1.7 - 3.0 u range is 0.2 - 0.3 cm_l.34’3S
For a scan rate of 1 cm-l/minute and a 2 second integration time, the
finite scanning speed contributes a width of 1/30 cm_1 to the limiting
resolution of the spectrum--this is insignificant compared to the OPO
linewidth. A more subtle question 1is whether temperature instabilities
induced by temperature scanning the crystal oven affect the OPO line-
width. This question can be answered experimentally by observing the
fluorescence excitation spectrum of a low pressure gas, whose Doppler

linewldth is substantially less than 0.1} cm—l. The observed linewidth
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will represent the resolution obtalnable in excitation spectroscopy
using the OPO. Dasch38 and Warmhoudt, et 31.35 have taken the
fluorescence excitation spectra of HF in a Doppler broadened regime,
at 2.6 p, and obtain linewidths (FWHM) of 0.2 cm_l——the temperatnre
stable OPO linewidth. Thus, the resolution of the excitation

spectrum is, conservatively, 0.2 - 0.3 cmnl.
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CHAPTER IIX
SPECTROSCOPY

A. Introduction

In order to understand the detailed dynamics of a molecular systenm,
it 18 necessary to understand the energy levels accessible to that system;
spectroscopy provides information concerning energy levels., The infra-
red spectroscopy of matrix isolated HCl and DCl has been well studied,
both experimentally1 and theoretically,2 particularly in rare gas
matrices. Absorptions due to monomeric and multimeric species have been
agsigned. In rare gas solids, monomeric hydrogen halides undergo nearly
free rotation; the major perturbation on the free molecule states is due
to rotaéion-translation coupling (RTC). In molecular solids, such as
NZ’ HC1 and DCl monomers do not rotate in their lowest energy levels.
Spectroscopy can be used to identify the specles present in a
particular matrix sample. For example, the degree of isolation can be
measured by observing the relative absorption strengths of monomer and
dimer peaks. Unwanted impurities due to reagent contamination or leaks
into the apparatus can be identifiea spectroscopically. Detailed inter~
pretation of the spectrum of the matrix isolated monomer elucidates the
forces experienced by the guest molecule in its lattice site. Linewidihs
also yield information concerning the environment of the matrix-isolated
guest.

This chapter will be a mixture of review of previous work and new
results., Section B will consider absorption spectroscopy of HCl and DCL

in several host matrices. The theoretical interpretation of the monomeric



spectral features in the rare gas matrices are treated in Section C.
The RTC model will be extended to include the J=3 level. Other percur-
bations on the guest molecule's wave functions will be detailed.
Section D will discuss infrared fluorescence excitation spectroscopy.
The resolution obtainable from excitation spectroscopy exceeds that
obtained in our lab in absorption spectroscopy, as discussed in Chapter
11, so information derivable froﬁ linewidths will be discussed. Section
E will detail a serles of experiments in which the absorption coeffi-
cient of HCl in an Ar matrix was measured, and will consider some
quantitative effects of matrix deposition conditions.

In this chapter and in the remainder of this thesis several terms
pertaining to lattice structure will be used. They are defined here.
A lattice point 1is any point within the crystal unit cell which is
connected to equivalent points in other cells by basic translation
vectors. A lattice site will be taken to mean the equilibrium position
of a molecule in a bravais lattice. A cell is the volume around the
lattice site occupied by the molecule. For rare gas crystals, the
atomic equilibrium position is the lattice site and the volume im which

the atom moves is the cell.

B. Absorption Spectroscopy

Infrared absorption spectra yield information on the vibration and
rotation-translation parts of the guest wave functions. The infrared
spectra of the fundamental region of HC1l and DCl in Ar and N2 and HCl in
02 will be presented here; as will spectroscopy of the first overtone

region. In all matrices, monomer lines are distinguished from multimer

lines. The vibrational wave function of the monomer is not perturbed
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greatly by the matrix since vibrational frequencies and anharmonicities

are not shifted much from the gas phase.

1. HCl/Ar, DCl/Ar--Fundamental Region

Infrared spectra of HC1l/Ar taken in these laboratories are presented
in Figures 1-3, and spectral assignments are listed in Tablé 1 Two
kinds of transitions are assigned for the HCl/Ar svstem--those due to
isolated monomeric specles and those due to molecular complexes. Mono-
meric absorptions are the only peaks present in dilute samples (M/A >
2000), and their reversible temperature dependence, as seen in Figure 1,
can be explained on the basis of discrete rotational levels. R(0) is
the strongest HCl monomer line, even at 20 K. The resolution of Figures
1-3 is insufficlent to resolve the H35C1 and H37C1 isotoplc components
of R(0) and P(1). The R(1) line is present as a broad structureless
shoulder to the R(0) line--it 1s obviously strongly perturbed by the
matrix eaviromment, as discussed below. The weak QR(OO) transition at
2945 cm-l is due to an RTC transition,3 which is a transition with
Av=1, AJ=0, An=1, where v, J, and n are the quantum numbers for guest
vibration, rotation, and translation. The pure R{0) rotational transi-

tion of HCl/Ar 1s observed at 18 c:m-1 in the far IRl"5

and the QR(OO)
transition is observed at 72 cm—l in the far ir,6 confirming the mid-
infrared assignments.

Multimer peaks of HCl are identified by their increasing intensity
as the guest concentration i1s increased, and by an irreversible increase
in intensity after a diffusion experiment; all peaks in Figures 1-3

below 2820 cm'-1 are due to multimers., The first multimer peak to appear

as concentration is increased from a very dilute sample 1s identified as



Figure III-1.

Absorption spectrum of HCl/Ar at 9 K and 19 K, M/A = 960 +
30, Assignments are in Table I. The high frequency edge

of R(1) at 2913 cm~l, visible at 19 K, is assigned to R(2).

Deposition conditioms: 17-19 K, 2 pulses/min., 9 m-moles/
hour, total deposited = 47 m-mole.
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Figure I1I-2,

Absorption spectrum of HCl/Ar, M/A = 530 £ 5, 9 K.
Deposition conditions: 9 K, &4 pulses/min., 6 m-mole/hour,
total deposited = 15 m-mole.
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Figure III-3.

Absorption spectrum of HCl/Ar, M/A = 228 + 5, 9 K.
Spectrum a is the virgin sample; spectrum b is the result
of annealing. Assignments are in Table I. WNotice that
the HC1~N, peak at 2864 em-1, present as an 1mpurity in
the virgin sample, becomes more intense after annealing.
Deposition conditions: 7 K 4 pulses/min., 19 m-wole/hour,
total deposited = 8.6 m-mole.
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Table ITI-I. Absorption Frequencies of HCl and DCl in Ar Matrices

Aasignmenta HC1 frequencya DC1 frequencya
Monomer:
Q€00 2944 2149
R(2) 2913 2108
T, *E 2897 2099°
R(1) B . c
T1y*T2g 2095
a 2388 2090
R(0) 37
B'c1 2886 2088
o1 2854 2070
P() 4
el 2852 2067
P(2) 2844 2061
Complexes: b
HG1-N, 2864 2073
Hc1—ﬂzo° 2665 1935
HCl dimer 2818 2040
BC1 timer 2786 2019
HCl polymer 2748 19939
Overtone: c
R(1) 5663
R(D)® 5656 4117
P 5622
dimer® 5484 + 2

2 Unless otherwise specified, frequencies and assignments are from
Hallam, Ref. 1. All frequencies are accurate to *l1 em™' unless other
error limits are quoted.

® From D. E. Mann, N. Acquista, and D. White, J. Chem. Phys., 44,
3453 (1966).

€ This work.

d From J. B, Davies and H. E. Hallan, Trans. Faraday Soc., 67,
3176 (1971).



the dimer, the next is the trimer, and so on. The three strongest
multimer peaks are the dimer, 2818 cm-l, tvimer, 2787 cm-l, and high
polymer, 2748 cm‘l. A plethora of multimer peaks appears subsequent
to diffusion of a concentrated sample, as seen in Figure 3b. Barnes,
et 31.7 have assigned all the peaks of Figuve 3b--their detailed inter-
p.ectation is perhaps speculative. Oualy tho three strongest HCl multimer
peaks are listed in Table 1. Ouly one mid-IR absorpticn has been
assigned to the dimer, so it is likely that the dimer possesses a degree
of symmetry1 such that the second dimer mode is IR inactive. Far infra-
red spectra of the dimer suppcrt this and suggests a cyclic geome:ry.8
Absorptions due to complexes of HCl-N2 and HC]—H20 in Ar matrices
are listed in Table I. The HCI-HZO complex has not been previously
reported ir Ar matrices. Thie very intense absorption is plainly visible

even when the H, O responsible for this abszorption canneot 1itself be

2
observed at 3757 or 3776 ca . The 200 cm | red shift of the HCL
fundamertal upon complexaticn with HZO is consisteant with a 200-300 cm-l

red shift observed for HCl1 upon complexation with HZO in N2 matrices.lo
The peak at 2864 cm_1 in Ar has been identified 11-13 as due tn an

HC1-N, complex. The HC1-H,D and HCl—N2 peaks are very sensitive indi-

2 2
cations of sample purity; clean samples with neither absorption can be
produced.

The spectrum of DCl/Av, Figure &4, is qualitatively the same as HC1l/
Ar; assignments are presented in Tsble I. Since DCl1 has a smaller rota-
tionzl constant than HCl, R(1) and P{l) arc relatively more intense for
DCl than for HCl at 9 K. Transitions due to different isotopic species

are just resolvable in Figure 4. The R{1) transition of DCl shows a

resolvable doublet structure. Davies and Hallam14 have reported a 3 cm_l
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Figure III-4,

Absorption spectrum of DC1/Ar, M/A = 540 % 30, 9 K.
Spectrum a is the virgin sample; spectrum b is the result
of annealing. Assignmeats are in Table I. The pair of
arrows to the left of the R(0) doublet indicates the two
R(l) transitions. The pair of arrows to the right of R(0)
indicates the P(l) peaks for H35Cl and H37Ci. Deposition
conditions: 9 K, 4 pulses/min., 39 m-mole/hour, total
deposited = 16 m-mole.
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separation between peéks and interpreted the splitting on the basis of
anisotropy of the crystal field. As seen from Flgure 4, preclse measure-
ment of this splitting from IR absorption spectra 1s difficult due to
resolution and signal~to-noise problems. Anticipating the results of
the higher resolution fluorescence excitation spectra, to be discussed

1

in Section D, a value of 4.5 * 0.5 cm = for the splitting of R(1) in

DC1 is preferable.
DC1, 1like HCl, has three major multimer peaks, as cobserved in
Figure 4b. We report the DCI—HZO complex at 1935 cm—l; the DCI-N2

complex has been observed at 2071 and 2073 cm-l for D37C1 and D3501

in Ar.lz’l4

2. HC1/N,, DC1/N_--Fundamental Region
- L3

“The absorption spectra of HCl and DCl in solid Ry, Figures 5 and 6,
are dominated by a single isotopically resolvable peak, which 1is inde-~
pendent of temperature cycling in the range 9-20 K. This is assigned
as 1solated, non-rotating monomer. Upon diffusion of HCI/NZ, peaks
appear at 2842 and 2815 en Y. The peak at 2815 cu ) is identified as
dimer by analogy to HCl/Ar. Barnes, et al.15 observed the peak at
2842 cm_1 in a sample of M/A = 200, and assign it to isolated monomer in
a trapping site distinct from the main absorption; they observe it to
grow upon diffusion. Bowers and Flygare11 ébserve only a single peak
at 2855 cm_1 for M/A = 2000. Based upon concentration and diffusion
behavior, it seems likely, contrary to Barnes, et al.,15 that the peak
at 2842 cm_1 may be a multimer species-—perhaps a non-cyclic dimer.

The multimer structure of DCl/N2 is the same as that of HCl/Nz. At
M/A = 580 a weak absorption at 2059 cm-1 i1s assigned, by analogy to the

2842 cm-1 HCl peak, to non-cyclic dimer. Davies and Hallam14 observe



Figure III-5.

Absorption spectrum of HCl/N,, M/A = 1030 * 40, 9 K.
Spectrum a is the virgin sample; spectrum b is the result
of annealing. Deposition conditions: 9 K, 4 pulses/min.,
19 m~mole/hour, total depogited = 16 m-mole.
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Figure II1-6. Absorption spectrum of DCl/Nz, M/s = 580 + 10, 9 K.
Deposition conditions: 9 K,“4 pulses/min., 12 m-mole/
hour, total deposited = 12 m-mole.
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this peak to be relatively more intense at M/A = 200. Bowers and

Flygareu observe only the monomer peak at 2067 cm_l.

Upon diffusion,
the 2059 cm—l peak increases, and a cyclic dimer at 2040 cm_l appears,

The assignments for HCl and CD1 in N, matrices are collected in

2
Table II.

3. HCl/O2

The spectrum of HC1l isolated in an 02 matrix, shown in Figure 7,
has not been previously reported. The spectrum is dominated by an
isotopic doublet at 2863 and 2861 cm—l, which 15 assigned as non-

rotating 83501 and H37cl monomers. Weak shoulders are present in the

freshly deposited sample at 9 K as a doublet at 2869 and 2867 rm-l and
at 2858 cm_l. The main peak is insensitive to temperature cycling
between 9 and 20 K, although the shoulder at 2858 c:m.1 disappears at
20 K and is not reformed upon subsequent cooling, and the high frequency
shoulder weakens at 20 K and is only partly reformed upon cooling to
9 K. Upon diffusion to 3% K peaks appear at 2851, 2842, 2824, 2789,
2764, and 2736 cm ); the doublet at 2863 and 2861 cm | is reduced in
intensity.

The deposition conditions for the sample of Figure 7 are similar
to those for HCl/NZ of Figure 5, in which no polymer is formed. It {s
possible that the shoulders observed in Figﬁre 7 are due to HCl in minor
trapping sites since: 1) they are near in frequency to the main trapping
gite; and 2) 02 undergoes a phase transition16 at 24 K from monoclinic
to rhombohedral, so it is pogsible that the nascent sample produced by
vapor deposition contains metastable rhombohedral domains which are

removed upon gentle temperature cycling to 20 K. The high frequency
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Table III-II. Absorption Frequencies of HCl and DCl in N, and 0, Matrices

2
Assignment HC%céffgfincy Dc%céfﬁgfincy
N2 matrix: 35C1 monomer 2855 2067
37Cl monomer 2853 2065
non~cyclic dimer 2842 2058
35C1 cyclic dimer 2815 2037
37Cl cyclic dimer 2813
Polymer 2801 2029
2792 2012
Righ polymer 2765 2004
Monomer Overtone £080
0z matrix: Monomers:
Major site: H>Cl 2863
‘H37C1 2861
Stte II:  W°cl 2869
wel 2867
Site III 2858
Polymers: 2851 (w)
2842 (w)
2824 (w)
'2789 (m)
2749 (o)
2744 (m)

2736 (m)




Figure III-7.

Absorption spectrum of HC1/0,, M/A = 980 % 40,

Deposition

conditions: 9 K, 4 pulses/min., 17 m-mole/hour, total

depogited = 15 m-mole.
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Figure II1I-8,

Overtone absorption spectrum of HCl/Ar, M/A = 720 * 10,
10-13 X, The top spectrum is the virgin sample; the
bottom spectrum is the result of diffusion. Assignments
are in Table I. Deposition conditions: 13-14 K,
continuous deposition, 17 m-mole/hour, total deposited

= 430 m-mole.
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Table ITI-IIL.

Frequency and Anharmonicity for HC] and DCl in Various

Matrices

a b b
Systeu 841 Woap ug WXy
HC1(gas)® 2886 5668 2991 52
HC1/Ar 2871 + 1 5639 £ 1 2974 2 &4 52 £ 2
HCL/N, 2855 * 1
HC1/0, 2863 + 1
(#C1) /AT 2818 # 1 5484 & 2 2970 + 5 76 + 2
DCl(gas)® 2091 4128 2145 27
DC1/Ar 2080 * 1 4107 + 1 2133 + 4 27 % 2
ncl/N2 2067 + 1 4080 + 1 2121 + 4 27 2

a Values used are for the 35Cl isotope.

b 1
Pure vibrational frequency is E{mR(O) + UP(I)J'

€ From D, H. Rank, D, P. Eastman, B. S. Rao, and T. A. Wiggins,

J. Opt. Soc. Am., 52, 1 (1962).

Uncertainties are less than 1072 cm™",
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shoulder is labeled site II and the low frequency shoulder is labeled
site III. The plethora of multimer peaks subsequent to diffvsion may be
due to a varlety of sites and domalns caused by rapid heating and
cooling through the 02 phase transition.

The absorption frequencies and assignments for HCl/O2 are listed in

Table II.

4. Overtone Spectroscopy

Direct measurements of the “irst overtone absorptions were performed
for HC1/Ar, DCl/Ar and DCl/NZ. Ubserved tramsitions are listed in Table
I for Ar matrices and Table II for Nz. The overtone spectrum of HCl/Ar,
M/A = 750 i shown in Figure 8. The rotational structure of the first
overtone parallels that of the fundamental region: R(0) and P(1l) are
separated by 34 cm_l and a broad, high frequency shoulder to R(0) is
assigned as R(l). After diffusion, the monomer peaks are reduced in
intensity and a weak peak appears at 5484 cm_l. The strongest multimer
peak upon diffusion at M/A = 750 should be due to the dimer, and the
peak at 5484 cm-1 is so identified. The signal-to-noise ratio for the
dimer peak 1s not impressive; nevertheless, several scans of the same
region produced a pe;k at the same frequency.

Only one peak was observed for )Cl/Ar, M/A = 740, and this is
assigned as R(0). Only one peak is observed ror DCI/NZ at M/A = 250,
and this 1s assigned as monomer.

The frequencies and anharmonicities derivable from fundamental and
overtone spectra are presented in Table III. Anharmonicities are within
experimental uncertainty equal to gas phase values. This is not really
surprising since frequencies change by only l%. The constancy of

anharmonicity from gas phase to condensec phase has been observed in
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other systems. Dubost and Charneau17 have fit fluorescence spectra of
CO in Ar and Ne matrices from levels as high as v=8 using a matrix
adjusted w, and gas phase values for WX, and weye. Brueck, et al.,18
observe that the anharmonicity of the Vg mode of CH3F in liquid 02 is
equal to the gas phase value,

The implication of rthese results is that overtone frequencies can
be reliably calculated in condensed phases from a knowledge of the
fundamental frequency, which is a function of the enviroament, and the

gas phase anharmonicity; 1t is not necessary to perform overtone

spectroscopy for every system.

C. Theoretical Interpretation of Monomer Spectra

The wave function of a diatomic in the ground electronic state in
the gas phase may be considered, to low order, to be the product of wave
functions of an anharmonic oscillator, a rigid rotor, and a freely
translating particle. These wave functions are modified by perturbations
caused by neighboring atoms in the lattice. As discussed in Sectiom
B.4, the vibrational frequencies are not changed much by the matrix
environment, and the perturbed vibrator can be thought of as having a
new frequency and the same anharmonicity as the gaseous molecule. Trans-
lation is que 'ched by the rigidity of the solid lattice, and is replaced
by oscillatory motion due to laitice vibrations--phonons. It is obvious
from the preceding spectra that rotation is perturbed by the matrix.

In Nz and 02 mat -1ces, neo rotational or librational transitions are
observed.

In Ar matrices, the separation between R(0) and P(l) is reduced

from the gas phase separation. The rotational spectrum in the matrix
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cannot be simply interpreted on the basis of a reduced rotational con-
stant, B, however, since R(1) is too near in frequency to R(0) to fit a
rigid rotor spectrum. The deviation from free rotor states is due to an
asymmetry of the system. The crystal field of a perfect fcc lattice
has octahedral symmetry about a lattice site, and this asymmetry can

19,20 This effect

shift and split rotational levels of a free rotor.
predicts, however, that the R(0) - P(l) separation of DCl will be reduced
relative to the gas phase separation more than that of HCl,2 and the
contrary is in fact observed. An asymmetry 1s also introduced by a
heteronuclear diatomic molecule since in its equilibrium position the
molecular center of mass will not necessarily reside at the lattice site.
This will ccuple guest rotation and translation and produce relatively
larger shifts for HCl than for DCl.

The major perturbation for HCl and DC1l in Ar matrices is RTC, which
has been developed by Friedmann and l(imel.3’21-23 (References 22 and 23
will be referred to as FKI and FKII.) Friedmann and Kimel calculated
RTC perturbations for J<2. These calculations will be extended here to
include J=3. The crystal field of the lattice can reduce the degeneracy
of rotational levels for J22, and is in fact the cause of the observed
splitting of R(1) for DCl/Ar. The broadness of the spectral transitions
15 due, at least in part, to the coupling of rotation with delocalized

lattice phonons., This will be discussed briefly here and more fully

after the fluorescence excitation spectra have been presented.

1. Rotation-Translation Coupling

In the RTC mode13:21-23

the isolated guest molecule occupies an
undistorted lattice site and the potential governing the guest transla-

tional motion has spherical symmetry. Anisotropy is introduced into the
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system by defining a molecular center of interaction, which is defined as
the point about which the avezage angular dependence of the intermolecular
potential is minimal. In this sense, the center of interaction (c.i.)

is the "point" on the guest molecule at which the intermolecular forces
are applied, The c.1. must lie on all symmetry elements of the guest
molecule, but need not coincide with the center of mass (c.m.). For
heteronuclear diatomic molecules, the c.i. lies in the internuclear axis

a distance a from the ¢.m. In terms of the coordinates of the c.i. (r,0),

the potential experilenced by the guest is
V = V(r) + aV(r,9). (1)

The c.1. is defined so that AV(r=0,Q) 1s minimal, and for the RTC model
AV 1s neglected. At equilibrium, the c.i. resides at the center of the
lattice cell.

We follow the derivation of FKII. Assume a harmonic cell potential,

2

T = 3 1? = ot e )

vhere Vv is the frequency of oscillational motion of the guest in its
cell in cm_l and m 1s the guest mass. The coordinate of the c.m., Lo

may be expressed as
=r - aj§ (3)

where gz is a unit vector pointing along the molecular axis, which is
taken as the z axis of the molecule fixed coordinate system. Substitu-

tion of Eq. (3) into Eq. (2) yields

22

& _ -2 2.2
V(r) = 2n°c¢"V m(l_:_'G +a +2a§G-Ez) (4)



RTC arises from the Iov 4, term in Eq. (4), which may be expressed as

222
V= b4n°c5ma § For (5)

F z

where ¢F 1s the direction cosine of the molecule fixed z axis with
2
respect to the space fixed coordinate F( = X,Y,Z). The molecular

Hamiltonian 1s

A=8+v

B = %; + %; + 2t ePolm(r Fea?) ()
where V 1s given by Eq. (5). Notice that Eq. (6) 1s expressed in terms
of the c.m. coordinate, and 1s the Hamiltonian of an oscillating rotor
to which a constant of energy of 2n2c262ma2 has been added. V depends
on a, which is small, and hence perturbatior theory is appropriate.

The preceding derivation assumed a harmonic oscillator cell model
(Eg. (2)), but the form of RTC as a term in EG'gz is more general. FKI
derives an expression for RTC based on transforming the kinetic energy
portion of the Hamiltonian to c.i. coordinates-—the cell model is added
later. The results of FKI with a harmonic oscillator cell model are
identical to the results of FKII.

Noting the invariance of B° of Eq. (6) to rotation and inversion
about the center of the cell, FKII chooses Lhe eigenfunctions of #° to

be eigenfunctions of the total angular momentum

and the projection of L on the Z axis: ML. In this representation, u°
is diagonal and EO depends on J and n only, where J and n are the

rotational and translational quantum numbers. Spectfically:



H°|JnlLML> = heB{J(J+]1) + (n + %)g + % ve?} [Iniia > 7

where £ = v/B and b = maz/I. 1 1s the orbital angular momentum quantum
number of the c.m., since rotation occurs about the c.i., and 1 = n, n-2,

n~4, . . . 1l or 0.26 The marrix elements of r ~gz are diagonal in L

G
and indepencent of ML in this representation and are listed in Table I
of FKIT, ML is henceforth dropped from the list of quantum numbers in
the basis functions. In the absence ¢f other anisotropies, L states
are 2L+]1 - fold degenerate. The degeneracy of the Jn state is (1/2) x
(n+1) (n+2) for n<J, and (1/2) (J+1)(J+2) + (1/2)(2I+1)(n~J) - (1/4) x
[1-(-D"7 for n>2. %

V has no diagonal terms in n, so there are no first order energy
shifts., Using second order perturbation theory, FKII derives the second

order energy shifts, such as

I3

5P oony . be? [ W, 3 )
heB T T 4(2341) [ E42(3+]1) O £-27

Under conditions of resonance, { = 2J, where the translational frequency
coincides with a rotational transitiom, Eq. (8) no longer is applicable
and a more general perturbation theory is necessary. For HC1l, £ = 6.5
which {8 near rescnance for J=3.

The zero order states may be classified according to L and parity;
since H is invariant under operations of the rotation-inversiom group,
zero order states of different L and parity will not be mixed. For
states near a resonance, the perturbation matrix element may be larger
than the zero order energy separation, and normal perturbation theory is

inapplicable. Following FKII, the perturbation V is written as

Vel lealvlis<dl = [ v <] ®
1 13 M
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The states |i> and [j> may be divided into twc types of groups, « and B,

and V decompcusged as

v=VvV_+V

1 11
(a)
v s E 1§ Vij[1><j| (10)
(a) (B)
V= a%g g § Vij(l-GaB)[1><j[ an

where a or B over the summation restricts summation to basis functions

of that group. The sum z refers to summation over all groups.
o
The Hamiltonian is nnw written as

1
H=H +V (12)

' o
H o= H +V, (13)

s

The groups @ and B are defined so that the levels within a are closely
spaced (quantitative criteria for this are discussed later) while levels
in B are distant from levels in a. The eigenfunctions in o are deter-
mined by diagonalizing H;. The perturbation between these levels and

B is due to V 7 and since the levels are well separated, perturbation

I
theory is again applicable. Moreover, second order perturbation theory
can be applied to the eigenstates of H; with the zero order states of 8.
Thus, the problem of resonance has been avoided by transforming the

original basis set. FKII gives explicit expressions for VI and VII for

the ]Jn1L> basis:

(aLM)
v. = } v [T
17 h JnlL,J'n'l'L
J'a'l’

[dnlLs><rtn'i'L| (14)
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5 (EL) (EL)

Voo = ) v ¢ vqyq |IDlL><I'n’1'L] (15)
II a,8 Jnl J'n'l’ Jnll,J'n'1'L

FKII defines sets o by requiiing the separation of levels within the sct

to be hcB(2J-£) or less, and list all sets a for J<3 in their Table IV.

Application of VI to the basis states in (a) produces a new basis:

(a)
o - (1,a) N
v (e = Ly, (0ol (16)

where the sum is over all [JnlL> in (u). Second order perturbation
theory is then applied b~tween the wia(g) and all other zero order states
|J'n'1’'L> from other sets. Only a few matrix elements are actually non-

zero, due to the symmetry of VII' The second order shift is

2
(@) . 8 [<3'n'1'L|v__[JnlL>] ]

(2) py . (i,a) ! 11
BE;T(E) = ) aan1L>(5) [ ) E M, (70 an

Eo(Jn) is the zero-order energy of the state {Jnll>, given by Eq. (7).
The identity of the ¢iu(i) in terms of the particular |Jnll> of
(a) which dominates wia(ﬁ) at ¢ is determined by finding the resonances
between the various levels in (a) as a function of £, and following the
zero order states thrzugh the resonance. For example, suppese (a)
contains the two zero order states ]J1n111L> and [J2n212L> where JI<J2'
For £=D, E(Jlnl) < E(Jznz), and the lower energy eigenfunction of H;,

wla is identified as |J1n111L>. There will be a resonance when

JI(J1+1) + nikp = JZ(J2+1) + e
or

. - JZ(J2+1)—J1(J1+11
R n,-0,
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For E>Eps E(Jlnl) > E(J2n2), and the higher energy wza is predominantly
|J1n111L>. This approach is easily generalized when (a) has more than
two levels.

By use of the L and parity representation, no set (a) contains more
than three elements for J<2, and FKII works out in analytical form
energy perturba.lons for J<2. In particular, they derive formulae for
levels: |JnlL> = |0000>, |1001>, [O111>. [2002>, [1110>, |0200>, and
11111>. To extend the model of FKII to higher levels, we have calculated
the shifts for the levels |1112>, |0222>, |2111>, |2112>, |2113>, and
]3003). The calculation is a straightforward generalization of the
method of FKII, but is somewhat involved, requiring in some cases
numerical matrix diagonalization,

The parameters b and £ which determine the zero order states are
determined by fitting the HCl/Ar R(0)-P(l) and R(Q)-R(1) spacings,z3
and are b = 0.20 and £ = 6.5. The values for DCl are not independent
of those for HCl; in particular:

) W
%pc1 T Pucl T e [E&; - Tna]
3

02 o 25 o
Using aHCl = 0,093 A™” and re = 1.27 A, gives aDCl = 0.060 A and

b = 0.044. Also

DC1
o
%
£ = £ (BHCI) HCI) =1.92 ¢
DCl HCl! BDCI el HC1

Thus, & 13. 1In the following, energy levels are calculated as a

pc1 ©
function of £ for b = 0.20 and 0.044.

According to FKII, the following levels form sets (a):



j1112>, 02225, [2002>
|2111>, }1201>, [1221>, |0311>
j21125, |1222>

|3003>, |[2113>, |1223>, [0333>.

The set [2112>, |1222> can be solved analytically, and will be illus-
trated in detail.

The point of rescnance of these two levels occurs when 6+£ = 242¢
or at E=4. For E<4, |1222> is the lower level; for £>4, |2112> is the
lower level. The matrix element between }1222> and |2112> is
<2112]VI]1222> = (b53/20)%. The secular determinant to diagonalize

1

H_ is
o

6+E-2 1453/20

=0 (18)

Mbg3/20 2426~

where A = E -(3/2)¢ -(1/4)52 is the energy with the zero point trans-
lational motion removed.

The a(i’u)(g) that define the eigenfunctions of H; are given by:

$(1222) = a_[2112> + a [1222> (19)
¥(2112) = a [211%> + a_[1222> (20)
where
%
a, = [% + %‘|4—5| B (21)

H = [4-6)2 + be3/51% (22)
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In second order, the only non-zero matrix elements are:

1
<3222|v |a112> = (be%/5)%
_ 3 5
<23121v11|1222> = —(b£~/50)
3,04k
<2332]v11|1222> = (7b7/25)7.

Using the above matrix elements t compute second order energy shifts,
and adding these to the first crder energiles calculated from the eige: -

values of Eq. (18) gives the final result:

3
BQLZ) 3¢ Lo us3paln-B ey

heB 2 4 2 B
x (4+e) " Lr26+se-(10+e) [4-g 1) @3
E(222) 3., 1.2 3,-1, be -1 -1
~he "7 & - Z—EE =4+ 5+ 5 H =55 (6+8) © (4+0)
x [26+5E + (10+£) [4-¢ 1)) (24)

where the top sign in Egs. (23) and (24) refers to £<4, and the bottom
sign refers to £>4. Numerical evaluation of the RTC perturbed energies
of |2112> and |1222> are calculable from Eqs. (23) and (24).

The RIC perturbations on the three other sets of (a) listed above
required diagonalization of 3x3 or 4x4 matrices. Diagonalization was
performed by computer {Lawrence Berkeley Laboratory, BKY Computer System,
Source Library Program: JACVAT). Second order perturbation theory was
applied and numerical values for E (in units of hcB) as a function of £
were computed. The calculations are sketched in Tables IV-VI. The
numerical value of the RTC perturbations minus the translational zero
point energies for the levels calculated here, and the levels calculated

by FKIIL, are in Table VII for HC1l (b=0.20) and in Table VIII for DCl

(b=0.044).
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Table III-IV. RTIC for |2002>, [1112>, [0222>

Order of levels:

|2002> f1112> j0222>
£ <2 A B C EA > EB > EC
2 <g <3 A C B
I<E<h B c A
4 < g C B A
Sécular determinant:
{2002> j1112> j0222>
3
- bE—
6-A o 0
3 3
L1398 - bE” |
s 24E-2 ¢ 0
£ b3
0 2 26-2
= 3 1.2
B o= 236+ bE
v, =a i(5)[2002> +a i(5)]1112> +a i(5) |0222>
1,0 1 2 3

Second order matrix elements:

<3112|vII|2002> 3b 320 <1312]v1110222> = -h 315
<2002|v11|1112> = b s <1332|VII|0222> =/ 320
/5 3760

Second order energy shifts:

<2222|v  |1112>

25,

e}

3
Q) _ bt 1,..2 , 9 i,,.2 11 1,,,-2
pE2) < - B (a0 (gp + (2, 01 ) + ag (0)1°
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Table III-V. RIC for |211l>, |1201>, |1221>, [031l>

Order of levels:

|2111> (}1201> and }1221>)® {0311>
£ <2 A B c
2¢g<3 A c B
3¢k <4 B c A
4 < g c B A
Ex > B> B¢

a |1201> and [1221> are strongly wixed. The degeneracy is removed
by RIC effects. The order of these levels is determined by examination
of the eigenfunctions of Ho'

Secular Determinant:

J2111> j1201>, J1221> lo3i1>
3 3
bg bg
Sre-A 19 1180 0
3
e - 5 ped
- 242g-2 0 g b8
=0
3 3
bE™ - L1
50 o 2426-2 5
3
ﬂé_ 3 bs -
0 35 bE 3 3g~x

3 1.2
By = *5E+gbE

i i i i
a8 (&) [2111> + 8, (6){1201> + 2,7 (&) [1221> + a,” () J0311>



Table ILI-V (continued)

Second order matrix elements:

_ .3
<2111|v11|1001> = /bg~/6 <2311|v11!1221>
3 .
<3221|vII|2111> = /3b£7/10 <2331|vII|1221>
3
<1201fv; [o111> = -/bg?/18  <t40lfv  {0311>
. 3
<2311lVII{¢201> = ¥/5bE~/18 <1421[v11|0311>
<iz21lv_ o111> = V5b€3/18
Second order energy shifts:
(2) be’ 1,942 (15 27
AE “b(i,u) =30 {[a1 ©)1 (ZTE - E:E) + [a2
25, 192 (25 _ 38
“wme Yl Y G -4

i 2 45
+ [a4 &3 (2~+E)} .
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= -bE3/u50
= /216£3/50
= -be3/9

= /g8

1 2 5
&)1 (7;5‘



Table III-VI,

RIC for }3003>, j2112>, |1223>, |0333>

Order of levels:

|2002>
£ <2 A
2<g <3 A
3<E <4 A
4<g <5 B
5<E <6 C
6 <k D

Secular determinant:

}3003>

122

3e°
28

Yy

M

|2113> }1222> j0333>
B C D EA > EB > EC
B D o
o D B
D c A
D B A
c B A
j2113> J1223> |0333>
3
3bE
28 0 0
¢ 3
f+E-A LI 0
5
=0
3 3
bE” bE™
5 242E~2 A
3
b -
0 = 3£-2
3 1,2
Ei Ai + 3 E + bE

= a,()|3003> + 521(5)12113> + a3i(g))1223> + a,t(€)]0333>

>



Table III-VI (continued)

Second order matrix elements:

<233fv 1223 = Vabe?/25 <1443 (63335 = /3be’/7
<2313[vn]1223> = -/;1:5—5/—2—; <1423[v11|0333> = —/bE/14
<32231vn(2113> = V36g/35 <41131v1133003> = A7
<3203)v | 2113> = ~/be?/14
Second order energy shifts:
(2) be> 1 11
B8E7 = - S {la ©1* (B+€) + la, Lee)1? (&g
t,'@7 &9 + 12l 2
3 4+£ 2+E

147



a

Table III-VII. HCl: RTC Level Shifts (E/B)
b = 0.20
£ =
JamiL> 0 0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5
g~g + % br? 0 0.76 2.36 4.06 5.8 7.76 9.76 11.86 14.06
0000 0 0 -0.05 -0.17 -0.39 -0.70 -1,11 -1.62 =-2.,22
1001 2 2,00 2,07 1.5 1.37 1.05 0.63 0,10 -0.54
0111 0 0.50 1.35 2.63 3.42 4,15 4.81 5.38  5.85
1110 2 2,50 3.68 3.99 4.85 5.61 6.29 6.89  7.42
0200 0 1.00 2.81 5.47 7.53 9.64 11.78 13.94 16.11
1111 2 2,50 3.47 4.38 5.21 5.96 6.62 7.19  7.67
2112 6 6.50 7.50 8,52 9.72 9,31 10.06 10.66 11.13
1222 2 3.00 4.95 6.75 8.26 11.20 12.81 14.39 15.91
2002 6 6.00 6.0l 6.17 6.05 4.16 3.89 3.43  2.84
1112 2 2,56 3.61 3.74 4,16 6.48 6.94 7.37 7,73
0222 0 0.99 2.76 5.16 7.30 9.04 10.75 12.39 13.95
2111 6 6.50 7.53 8.72 9.72 8.46 9.18 9.71 10.09
1201 2 3,00 5.18 6.09 7.47 11.33 13.05 14.79 16.50
1221 2 3.00 4.98 6.91 8.71 10.33 11.80 13,15 14.40
0311 0 1.49 419 7.80 10.96 13.75 16,50 19.16 21.74
3003 12 12.00 12,01 12.05 12.29 12.55 11.06 7.83  7.45
2113 6 6.50 7.52 8.78 9.33 7.75 7.95 ll.44 1171
1223 2 3.00 5.14 5.99 7.13 10.41 13.5 14.80 16.11
0333 0 1.49 4.18 7.64 11.00 13.99 16.72 19.42 22.06
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Table I1I-VII (continued)

RISTRS 8.5 9.5 1005 11,5 12.5 13.5 14.5

3 12"

FE+ 7 bE 16.36  18.76 21.26  23.86  26.56  29.36  32.26
0050 22,92 3,73 -4.63  -5.63  -6.74  -1.95  9.24
1691 -1.27  -2.11  -3.06 -4.11  =5.26  -6.52  -7.89
0111 6.24  6.53  6.72 6.83 6.84 6.75 6.58
1110 7.88  8.27  8.59 8.84 9.02 9.13 9.18
0200 18.29 20.48 22.68  24.88  27.08 29,29  31.50
1111 8.06  8.33  8.51 8.59 8.58 8.47 8.26
2112 11.50 11.77 11.93  11.99  11.95  11.81 11,57
1222 17.36 18.71 19.97  21.14  22.22  23.21  24.09
2002 2.13  1.31  0.38  -0.66 ~1.81  -3.06  -4.41
1112 8.00 8.19  8.27 8.25 8.13 7.90 7.58
0222 15.42  16.81 18.11  19.32  20.45  21.49  22.44
2111 10.35  10.49 10.50  10.40  10.18 9.84 9.39
1201 18.16 19.76 21.30  22.78  24.19  25.54  26.83
1221 15.53  16.55 17.46  18.25  18.93  19.50  19.96
0311 24.23  26.63 28.93  31.13  33.24  35.25  37.17
3003 6.88  6.16  5.30 4.3l 3.2 1.99 0.67
2113 11.91 12.04 12,07  12.01  11.86  11.60  11.25
1223 17.38  18.57 19.68  20.70  21.62 22,45  23.17
0333 24.62  27.10 29.50  31.83  34.07  36.22  38.30

a < ;
Energins given do not include zero point energy. Units of energy
are the rotational constant, B.

b ;
Zero point energy.



a
Table III-VIII. DCl: RTC Level Shifts (E/B)

b = 0.044

|IniL> 0 0.5 1.5 2?5= 3.5 4.5 5.5 6.5 7.5
% £+ % be 2 0 0.75 2,28 3,82 5.39 6.97 8.58 10.22 11.87
0000 0 0 -0.01 -0.04 -0.09 -0.15 -0.24 -0.36 =-0.49
1001 2 2,00 2.02 1.88 1.8 1.79 1.70 1.58  1.45
0111 0 0.5 1.46 2.55 3.49 4.43 5.35 6.25  7.13
1110 2 2.50 3,55 4.33 5,33 6.27 7.19 8.09 8.98
0200 0 1.00 2,95 5.16 7.15 9.18 11.21 13.26 15.31
i 2 2,50 3.49 4.47 5.44 6.38 7.31 8.21  9.10
2112 6 6.50 7.50 8.51 9.56 10.14 11.15 12.07 12.96
1222 2 3.00 4.99 6.95 8.75 11.14 12.99 14.89 16.78
2002 6 6.00 6.00 6.04 6.14 5.43 5,46 5.39 5,28
1112 2 2,50 3.53 4.27 5.07 6.66 7.45 8.30 9.15
0222 0 1.00 2.9 5.10 7.01 9.01 10.95 12.86 14.76
2111 & 6.50 7.51 8.55 9.67 9.87 10.92 11.86 12.74
120 2 3.00 5.06 6.71 8.51 11.23 13.08 15.00 16,93
1221 2 3,00 5.00 6.98 8.94 10.84 12.70 14.54 16.36
0311 0 1,50 4.62 7.66 10.64 13.59 16.53 19.46 22,37
3003 12 12,00 12.00 12.01 12,06 12,25 12.07 10.65 10.76
2113 6 6,50 7.51 8.56 9.65 9.53 10.28 12.63 13.31
1223 2 3,00 5.05 6.67 8,36 11.11 13.29 15.03 16.86
0333 0 1.50 4.14 7.63 10.66 13.60 16.55 19.48 22.39
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Table ITI-VIII (continued)

[3n1L> 8.5 9.5 Lo.g s 12.5 13.5 14.5

3 1. 2P

25+t 13.55 15.24 16.96  18.71  20.47  22.26  24.06
0000 -0.64 -0.82 -1.02  -1.24  -1.48  -1.75  -2.03
1001 1.29  1.11  ©6.90 0.68  0.43 0.16  -0.14
ot11 8.00 8.84  9.65 10,45  11.23 11,98  12.72
1110 9.84 10.68 11.51  12.31  13.10  13.87  14.62
0200 17.37  19.43 21.50  23.58  25.65  27.74  29.82
1111 9.96 10.80 11.62  12.42  13.12  13.95  14.69
2112 13.83  14.67 15.49  16.29  17.06  17.81  18.54
1222 18.65 20.50 22.34  24.15  25.95  27.72  29.47
2002 5.13  4.95  4.76 4.54 4.29 4.02 3.73
1112 9.99 10.81 11.61  12.38  13.14  13.87  14.59
0222 16.64  18.50 20.33  22.15  23.95  25.73  27.48
2111 13.60  16.43 15.23  16.01  16.76  17.49  18.20
1201 18.86 20.77 22.68  24.57  26.44  28.31  30.16
1221 18.15 19.91 21.64  23.34  25.02  26.66  28.28
0311 25.26 28.13  30.98  33.81  6.62  39.41  42.17
3003 16.72  10.60 10.44  10.24  10.01 9.76 9.48
2113 16.06 la.84 15.61  16.38  17.13  17.85  18.56
1223 18.69 20.51 22.31  24.09  25.85  27.59  29.30
0333 25.29  28.16 31.02  33.86  36.68  39.48  42.26

a . . .
Energies given do not include
are the rotational constant (B).

b Zero point energy.

zero point energy.

Units of energy
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The mixing of translational and rotational levels makes transitions
involving the translational quantum number, n, optically allowed. In
particular, there will be an RTC series of lines with the selection
rules: 4n = *l, AJ = 0, t2.3 From the !0000> ground state, the

following transitions are possible:

RQ(OO) = R(0) Jn = 00 + 10

Qg (00) Jn = 00 + 01
SR(OO) Jn = 00 + 21
The S transition is much weaker than the Q and R and will be neglectud.23
The intensity ratio of QR(OO) to R(0) 1523
v
Q, (00) Q, (00) 3
R - __R 4bE (25)

RO Sreoy 3¢g”-0)?

except near £=2. A more general expression is given in FKII for cases
of near resonance. Transitions from the thermally populated Jn=10

state are:

RQ(IO) = R(1) Jn = 10 + 20
PQ(IO) = P(1) Jan = 10 + 00
QR(10) Jn = 10 > 11

QR(IO) has three fine structure components, since the final state can be
[1110>, |1111>, or |1112>. Generalization to transitions from higher

levels 1s straightforward.
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That the RTC effect is weaker for DCl than for HCl is seen, for
example, frow Eqs. (8) and (25). The energy shift, E(JOUJ), and the
intensity ratio of QR(OO) to R(0) are proportional to b, and hence to
az. Tais will be larger for the hydride than for the deuieride. The
intensity ratio of QR(OO) to R(Q0) is .051 for HC1l/Ar and .005 for DCl/Ar.
Examination of Tables VII and VIII also shows that the shifts are larger
for HC1l than for DCl.

The RTC model requires two parameters, a (or b) and §£. The para-
meter a 1s almost a molecular constant, since the c.i. to c.m. separation
saould not be influenced much by the particular molecules with which the
guest interacts. 1In fact, for HCl, a is 0.098, 0.093, 0.095, and 0.090 A
for Ne, Ar, Kr, and Xe matrices.23 The value of a for DC1l is, of course,
fixed once a has been determined for HCl. 1In a more detailed theory
which includes the lattice dynamics of the host crystal,26 the value of
£ can be calculated from a knowledge of force constants and the density
of phonon states of the pure host crystal. £ is a greater function of
host material than a. For HCl, £ is 8.3, 6.5, 5.5, and 4.1 for Ne, Ar,
Kr, and Xe lattices. The variation of the thermally important energy
levels: [0000>, {1001>, |0L1l>, |2002>, {1110>, |11l1l>, |1112>, and
|3003> as a function of £ are given for HCl in Figure 9 and for DCl in
Figure 10. After a choice of £, predicted IR and RTC spectra can be
calculated from these figures.

FKII has illustrated the fit of the R(0), R(1), P(1), and QR(OO)
lines of HCl and DCl in rare gas aatrices to the RTC model. The inclu-
sion of the level Jn=30 in the present extension of FKII allows calcu-
lation of R(2) and P(2) frequencies. Barnes2 has assigned the R(2)

transicion for HCl/Ar to a weak peak at 2914 c:m_1 (visible in Fig. 1).



Figure III-9.

Variation of thermally important levels of HCl as a
function of reduced translational frequency, £ = v/B.
The dotted lines follow particular levels through
resonances. The solid line at £ = 6.5 corresponds to

HC1/Ar. The levels |111L> stay closaely spaced in energy.

Some levels abruptly end in this figure because they mix
with thermally inaccessible levels, which are not saown.
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Figure III-10.

Variation of thermally important levels of DCl as a
function of £. The solid line at £ = 13 corresponds to
DC1/Ar. The levels [111L> form a very closely spaced
set, See also the caption to Figure 9.
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For € = 6.5 and a vibrational frequency of 2871 cm—1 for HC1l v=0 + v=1,
R(2) is predicted from Figure 9 to have a frequency of 2917 cm_l, thus
confirming Barnes' assignment and the gxtension of RTC.

From the assignments of Table I, the lowest energy states for
HC1/Ar and DCl/Ar can be determined--these are shown in Figures 11 and
12. (The levels |111L>, vhich are not observed spectroscopically since
they couple to states of small thermal population, are not shown in
Figures 11 and 12. They lie above J=3 for DCl and just below J=3 for
HCl1, as caﬁ be seen in Figures 9 and 10.) Also shewn are the shifts
caused by RTC on the zero order free rotor states--the agreement is very
good, with the possible exception of .n=10 for HCl/Ar. Some fine points
of the spectra remain to be explained, however. Most notaubly, R(1) for
DC1/Ar is split into two peaks. R{l) for HCl/Ar is very broad and is
shifted more than predicted by RTC. These finer effects are due to the
lattice crystal field and coupling of rotation to phonons, and will

be discussed below.

2. Crystal Field Model

The anisotropic part of the potential experienced by the guest
molecule in its lattice position, AV(r,R) in Eq. (1) was neglected in
computing RTC effects. This may now be inciuded as a perturbation on
the RTC levels, since it will be a small additional effect. The crystal
field anisotropy will shift and remove the degeneracy of free rotor
states. Devonshire19 has calcvlated the shifts of free rotor levels in
a field of octahedral symmetry as a function of the barrier K to rota-
tion. The results of his calculation are displayed graphically in

Figure 13. For levels J22, the degeneracy of m; levels is partially
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Figure III-11. Energy levels and perturbations for HCl1/Ar. Free rotor
levels are rearranged by RTC and crystal field effects.
The level lOlll> corresponding to the first excited
translational state has no pure free rotor anmalcgue.
Phonon broadening effects are indicated for J=2 and,
less coi.fidently, for J=3. The right hand levels are
deduced from absorption spectra. The position of J=3
is not well-known due to the weakness and breadth of R{2).
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Figure III-12.

Energy levels and perturbations for DCl/Ar. Free rotor
states are perturbed by RTC and crystal field effects.
The level |0111> has no free rotor analogue. No phoneon
broadening effects are included. The right hand levels
are deduced from absorptlon spectra.
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Figure III-13. Perturbations on a rigid rotor due to a crystalline field
of octahedral symmetry (after Devonshire, Ref. 19).
Negative barriers are indicated for HC1/Ar and DCl/Ar.
See text.
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removed; J=2 is split into Eg and ng sublevels. The barrie' to rotation
is a function of intermolecular potentials and is independent of 1sotopic
composition. Since the effect scales as K/B, it is larger for DCl than
for HCl.

The lower frequency R(1) line of DCl/Ar is more intense than the
hisher frequency component, so the lower sublevel of J=2 should have a
higher degeneracy than the higher sublevel, and is identified as ng.
Thus, the barrier to rotation is negative, as suggested by Flygare.2
This implies that the most favorable Ar-HCl geometry is a co-linear one
with Ar along the HCl axis, It 1s interesting to compare this with the
potential surfaces calculated to fit the spe.:roscopy of the gas phase
Ar-HC1 dimer, in which the Ar~HCl minimum also occurs in a linear

27,28 with H between Ar and Cl. The calculated Ar-HCl inter~

28

geometry,

molecular separation is 3.80 or 3.88 2. Since this is close to the

nearest nelghbor distance of 3.76 Z in an Ar crystal, the HC1l fit in
the lattice 1s not tight.
It 1s difficult to precisely measure the R(l) splitting from

absorption spectroscopy. Anticipating the results of excitation spectra

(Fig. 17), the splitting is 4.5 * 0.5 cm_l, which predicts K = 9.3 a1

from Figure 13. This predicts for HCl a splitting of R(1) of 5.5 cm-l.

. -1
It also predicts T, - T2u and TZu - A2u splittings of 2.8 cm = for

lu
J=3 of HC1/Ar. The broadness of R(1l) for HCl/Ar is partially explained
as unresolved splitting. It is also due to phonon broadening, which is

discussed next. The effects of the crystal field are included in

Figures 11 and 12 as small modifications of the RTC shift.
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3. Phonon Effecrs

In the treatment of RTC presented above, the rare gas lattice
creates a harmonic cell potential in which the guest molecule oscillates
with frequency V. The lattice motion is totally ignored. The cell
model corresponds to the extreme limit of a localized phonon mode.29
Mannheim and Friedmannz6 (hereafter called MF) have extended the RTC
model to include the motion of the lattice. In reality, the oscilla-
tional motion of the guest is not totally decoupled from the vibrations
of the remalnder of the lattice, and the guest translational motion will
have contributions from all lattice phonon modes. The physiis of the
situation 1s that guest rotation is coupled to guest translation, and
guest translation is due to participation in lattice phonon modes as
well as localized modes. From considerations of mass and force constant
changes upon substitution of HCl for Ar In an otherwise perfect lattice
wlith use of the pure Ar latt;ce density of phonon modes, MF shows that
the motion of the HCl impurity in Ar is predominantly due to a localized
mode and calculates the frequency to be 76 cm_], in good agreement with
the experimentally observed value of 73 cm’_1 (from QR(OO)). The success
of the RTC theory of FKII is in fact partly due to the fact that the
local mode for HC1/Ar is not coupled strongly to the lattice, and the
cell model description of guest tramslation 1s in fact a very good one.30

The coupling of rotation to lattice phonons by way of guest trans-

lation produces a broadening of the rotor level J due to transitions

between J and J*1 with corresponding absorption or emission of a phonon.26

The transition rate, and hence level width due to this effect, 1s propor-
tional to the phonon density of states at the emergy corresponding to

the rotational transition (see Eq. (26) below). For HC1l, the J=2 » 1
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transition at 42 cm-l is close to the first maximum of the Ar phonon
density of states,31 80 the level J=2 is broadened by the phonon emission.
MF calculates the width of R(1) of HC1l/Ar to be 10 c:m_l at 0 K. For
DCl/Ar, the J=2 + 1 tramsition occurs at 22 cm—l, well below the phonon
maximum; hence the phonon density of states is smasller than for the
corresponding HCl transition, and R(1) is not broadened as much. The
effect of phonon broadening for HCl/Ar 1is included in Figure 1l. A more
detailed discussion of linewidths will be presented in Section D.3.
Pandey32 has considered the shift of the R(0)-P(l) separation for
gome hydrogen halides in rare gas matrices due to interactiom with bulk
lattice phonons. The shifts amount to 0.6-0.8 cmql and do not depend

much on the particular systewm.

4. Summary

The experimentally observed energy levels of HC1/Ar and DCl/Ar can
be fitted excellently with a combination of theoretical models, as is
evident in Figures 11 and 12. The main perturbation is RTC, which
couples guest rotation with the localized phonon mode which dominates
guest translation. RTC fits the observed spectral features well, with
perhaps the exception of R(1) for HCl. Finer details, such as the
splitting of the R(1) line of DCl and the width of the R(1) line of HCl
are explained by anisotropy of the lattice crystal field and coupling
of guest rotation to bulk phonons. The validity of this picture as
compared to other interpretations of the spectra of HCl/Ar is discussed
in more detail elsewhere.2 Crystal field effects cannot be the most
important feature, since this would predict that the reduction in

separation of R(0) and P(l) relative to the gas phase would be greater



for DCI than for HC1l, contrary to experiments., Assigoments aother than
R(2) for the weak absorption at 2917 cm—] in HC1/Ar can be proposed.
Interpretations In which this is one component of an R(l) transitinn
split due to crystal ficld effects are incompatible with the spectrum
of DC1/Ar, so thc assignment as R{2) seems correct. The good agreemert
of the RTC calculations for J=3 suggest that the other energy levels
calculated, but not observable spectroscopically, may in fact exist
near the calculated positions.

The detailed interpretation of the spectroscopy in Ar matrices has
led to a detailed energy level diagram for the Jowest rotational-
translational states. The major forces acting on the guest HC] and
DC1 species in Ar near the equilibrium posit{on of the guest in its
lattice site have been detailed. The jorces discussed here have been
1llustrated for HCl and DCl in Ar. In fact, the sawme qualitative
description of the monomer levels holds for all hydrogen halides in

2,23,26

rare gas matrices, and may be even more general.

D. _Fluorescence Excitation Spectra

A fluorescence excitation spectrum of the first overtone region of
HC1/Ar, M/A = 960 at 9 K is shown in Figure 14. The increased resolu-

tion of the excitation spectrum compared to IR absorption spectra {is

obvious. Information from the excitation spectrum concerns: 1) identity

and . -tensity of observed peaks and 2) the fine spectral details of

observed peaks, such as telative separations and linewidths.

i. Identity of Observed Peaks

All peaks observed in excitation spectra of HCl and DCl in Ar

matrices arise from isolated monomeric species. Spectra have been

16y



Figure III-l4.

Fluorescence excitation spectrum for overtone excitation,
HCl/Ar, M/A = 980 * 130, 9 K. Deposition conditions: 9 K,
4 pulses/min., 19 m-mole/hour, total deposited = 12 m-mole.
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scanned over the range 5720 to 5350 cm_1 for HC1/Ar and 4155 to 3960 cm
for DC1/Ar, and only monower peaks appear, even when the sample contains
significant dimer or impurities leading to complexes such as HCl-Nz.
A discussion of the kinetic implications of the fact that no signals
from dimer or complex absorptions are ogserved i1s deferred to Chapter V.

The spectrum in Figure l4 reproduces in detail the monomer absorp~-
tions of HC1/Ar: R(Q) and P(1) for both H35C1 and H37Cl. Excitation
spectra of DC1/Ar at 9 K and 20 K are presented in Figures 15 and 16.
Isotopic doublets of P(l) and R(0) as well as the split R(l) transitions
are well resolved. The temperature dependence of the peaks matches that
of the IR absorption spectra.

Excitation spectra have been recorded at 9 K for HCl/N2 over the
range 5645-5111 t:m—1 and for HCl/O2 over the range 5666-5543 cm_l. Ne

peaks were observed. The kinetic implications of this null result are

discussed in Chapter V.

2. Fine Spectral Details

The 0.2-0.3 cm-l resolution of fluoresceace excitation spectra as
compared to the 1-2 t:m_1 resoclution nf iR absorption spectroscopy sug-
gests that for those species rhat do fluore;ce excitation spectroscopy
1s a very good method of studying fine details such as separations
between near peaks and linewidths. Furthermore, S/N is very good, for
excitation spect~ scopy of even highly scattering matrix samples. To a
very good approximation the rotational structure of the v=0 + 2 transi-
tion should be identical to the v=0 + ! transition (sinze Bl = 10,14 and

-1 33 1

Bz =9.8 cmn , the difference in rotational spacing is 0.3 cm .

which is equivalent to the resolution).

1
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Figure III-15.

Fluorescence excitation spectrum for overtone excitation,
DCl/Ar, M/A = 4800 * 100, 9 K. Peaks are, from low

37 35 37 35
frequency to high: P(1)”°, P(1)™", R(0)™", R(O)™ ",
R(1): Tlu -> ng, R(1): Tlu > Eg'
9 K, 4 pulses/min., 20 m-mole/hour, total deposited =
120 m-mole.

Deroszition conditfons:
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Figure III-16.

Fluorescence excitation spectrum of DCl/Ar, M/A = 4800 *
100, 20 K. Assignments and depesition conditions are
given in the caption to Figure 15. The small peak ::
about 4087 cm~l may be P(2).
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That the positions and widths of the peaks in the excitation
spectrum should be identical to absorption peaks is not a priori
necessary. It is possible that part of an absorption line profile is
inhomogeneous such that fluorescence quantum yields way vary across the
profile. However, measurements of vibrational lifetimes (Chapter V)
indicate that different positions of the line profile have the same
kinetic behavior, so it is unlikely that the fluorescence quantum yield
varies substantially across the line profile.

The resolution of excitation spectra can be exploited to measure

H3501 and H37C1 splittings of R(0) and P(1). The measured splittings

for HC1 v=0 + 1 and v=0 » 2 excitations are 2,0 * 0.2 and 4.1 * 0.3 cm—l,
in agreement with values of 2.1 and 4.1 cm_'1 calculable from gas phase
data.34 Thé DCl isotopic splitting of the R(0) lines for v=0 » 2
excitation, as measured from spectra such as Figures 15 and 16, is 6.0
+ 0.2 cm_l, in agreement with a value of 5.9 cm—1 calculable from
chemical laser emission data.35

The rotational structure of the overtone excitation spectrum mimics
that of the fundamental absorption spectrum, but at higher resolution.
The splitting of R(1l) for DC1l/Ar can be measured easily; the R(l) peaks
are shown on an expanded scale in Figure 17. The separation between
T1u > TZg 1
the R(O)35 and the T

and T u + Eg peaks 1s 4.5 * 0.5 cm-l, and the separation between

-1
+ ;
™ ng peaks 1s 4.6 * 0.5 ecm ~. The splittings
measured by excitation spectroscopy are the basis for the frequency
values quoted in Table I for DC1/Ar. There should be an isotopic
splitting for the R(1l) peaks-~this may be reflected in the high baseline

level of these peaks in Figure 17.



Figure III-17.

Detail of R(l) peaks in overtone fluorescence excitation

spectyum of DC1/Ar; M/A = 1000 + 20, 9 K. The R(0)37 and
R(0)35 peaks saturated the gated electrometer. The R(1)

peaks are well resolved. The small peak at 4107 cm~! is

spurious--it is not reproducible. Compare this spectrum

to Figure 15. Deposition conditions: 17~18 K, 2 pulses/
min., 3.1 m-mole/hour, total deposited = 67 m-mole.
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The R(1) transition of HC1/Ar is very broad and structureless, even
with the high resolution of the excitation spectrum. R(l) is present as
a high frequency shoulder to R(0)35, as seen for a sample of M/A = 670

at 20 K in the top spectrum of Figure 18.
3. lLinewidths

We assert that linewidths measured from excitation spectra are
equivalent to linewidths obtainable from absorption spectra taken under
comparable resglution. The linewidths measured are all greater than
1.0 cm_l, so that convolution of the linewidth with the finite resolution
of the excitation spectrum is unnecessary. The linewidths of R(0) and
P(l) for HCl/Ar are equal within experimental uncertainty as are those
for H35C1 and H37Cl peaks. The R(0) linewldth depends on temperature,
vhether the sample has been annealed and to some extent on concentration,
Linewidths broaden reversibly with temperature, as can be seen comparing
Figures 15 and 16, and from the top two spectra of Figure 18, from a

1 at 20 K for the sample shown in Figure 18.

value of 2.0 at 9 K to 4.6 cm
Linewidths decrease upon diffusion to a value of 1.2 cm_1 at 9 K for the
bottom spectrum of Figure 18. After multiple diffusions the linewidth
of R(0) decreases to a limiting value of 1.1 2 0,2 cm_l. Even after
diffusion, however, the linewidth is reversibly broadened by warming to
20 K to 4.0 cm‘l for the sample of Figure 18,

The linewidth of R{0) increases with increasing HCl concentration;
the extreme case is illustrated in Figure 19, for a sample of M/A = 127,
At 9 K the isotopilc components of R(0) are barely resolvable; at 20 K
the two lines broaden into each other. The R(0) region of the spectrum
of an unannealed sample at M/A = 5100 at 9 K is shown for comparison in

Figure 19--the linewidth of this sample is 1.2 et
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Figure III-18.

Effect of temperature and annealing on linewidth.
Fluorescence excitation spectrum of HCl/Ar, M/A = 670 %
20, Spectrum a is the virgin sample at 20 K; spectrum b
is the virgin sample at 9 K; spectrum c is at 9 K after
one diffusion. PR(1l) for HC1l/Ar is a broad, structureless

shoulder to the high frequency side of 7.(0) in spectrum a.

The weak peak at 5713 em~l is QR(OO) in spectrum a. Note
that in this figure frequency increases from right to
left. Deposition conditions: 14-15 K, 4 pulses/min.,

17 m-mole/hour, total deposited = 21 m-mole.
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Figure III-19,

Effect of concentration on linewidth. Spectrum a is
HC1/Ar, M/A = 123 % 2 at 20 K; spectrum b is the same
sample at 9 K. Spectrum c is M/A = 5100 = 100 at 9 K.
A1l samples are unannealed. Deposition conditions:
M/A = 123, 9 K, 4 pulses/min., 21 m-mole/hour, total
deposited = 5.7 m-mole; M/A = 5100, 9 K, 4 pulses/min.,
23 m-mole/hour, total deposited = 52 m-mole.

-
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The linewidth data for R(0) and P(1) lines for HC1/Ar and DCl/Ar
is collected in Table IX. The following points are worth noting: 1)
The linewidth of a virgin, unannealed sample at 9 K increases as the HC1
concentration increases; 2) Upon diffusion the linewidth of all samples
observed decreases to about 1.1 cm-l——multiple diffusions do not subse-
quently reduce this width; 3) Linewidths increase as a function of
temperature; the degree of increase may be an increasing function of
concentration. The data for DCl is less extensive, but similar observa-
tions are valid. The nominal uncertainty of measurements reported in
Table IX is 0.2 cm_l. Occasionally the scan drive of the OPO temperature
controller slipped, so in some cases linewidths may be subject to a
random error which overestimates the linewidth. The difference between
R(0) and P(1l) widths for some samples may reflect this and the fact that
S/N for the P(1l) peak is lower than that for R(0), so amplitude errors
become more important.

The linewidth 1s composed of inhomogeneous and homogeneous parts.
The inhomogeneous part may be due to a distribution of trapping sites
which differ in proximity to lattice defects and other guest species.
During the matrix annealing process, lattice defects are removed. Also,
those HCl molecules near to other HCl molecules tend to polymerize, so
that the average separation between remaining monomeric HCl molecules
after diffusion is greater than before diffusion. Both of these effects
tend to reduce the variety of environments in which an HCl guest may be
trapped and hence would reduce the inhomogeneous part of the linewidth.

The fact that the monomer linewidth for R(0) reaches a limit of
1.1 cm-1 at 9 K which does not decrease upon further annealing suggests

that this may be the homogeneous width. For HCl the homogeneous width
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Table I1I-IX. Linewldths from Fluorescence Excitation Spectra, v

Sample  M/A T(K) R(0) PC1) R(0)-10°  R(0)-20°
HC1/Ar 127 9 3.1
127° 21 11.6¢ 8.4 + 1.5°
670 9 2.0 1.9 1.2 1.1
670° 20 4.6 4.0
920f 9 1.3 + .3
9308 9 1.5 1.3
980 9 1.6 1.4 1.2
1000 9 1.6 1.7
1000° 21 3.8 3.0
2900 9 1.4
2900° 21 2.4 2.3
4000-5000 9 1.3
5100 9 1.2 1.2 1.0
10,000 9 1.2
DCl/Ar 1000 9 . 1.9 1.5+ .3
1000°¢ 19 2.3 3.0 + .3
1020 9 1.4 1.5
3270 9 1.7
4800 9 1.5 1.4 1.1?
4800° 20 2.9 2.8
a -1

1D means one time diffused; 2D means two times, diffused.
The sample is identical to the one ilmmediately above it,

Unresolved R(l) and R(O)35 and R(0)37-FWHM of entire band. See
Figure 19.

€ Unresolved P(O)35 and P(1)37—FWHM of entire band.
v=0 » 1 excitation.
& aur doped sample: HCl/Air/Ar = 1/0.2/930

b After 3 and 4 diffusions, Av = 1.1 = .1 cm—l.
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increases to 2.4 % 0.2 cm-l at 21 K at M/A = 2900. The R(0) widths at
20 K at M/A = 670 or 1000 may be larger than this due to concentration
dependent effects. Two broadening mechanisms are illustrated in
Figure 20: coupling of rotation to phonons, and resonant rotational
energy transfer from monomer to monomer, We neglect broadening mechan-
isms such as vibrational dephasing. The width of a transition is equal
to the sum of the widths of the levels connected by the transition. The
width of a level (in sec—l) is given by the total of all decay rates
removing the molecule from its given initial state.

Phonon-rotation interaction is considered first. A guest molecule
may be removed from its initial state by the exothermic process:
emission of a phonon and simultaneous downward rotational transition
(for J>0), or by the endothermic process: absarption of a phonon and
simultaneous upward rotatiomal transition. Exothermic processer are
proportional to (fi+l) where i = [exp(hm/kT)—l:l_1 is the thermal popula-
tion of the phonoﬁ mode of frequency w involved, and endothermic pro-
cesses are proportional to n. At O K only exothermic processes contribute
to level widths, since n=0. Mannheim and Friedmann26 give the expression
for the 0 K width of level J, due to coupling of the rotational transi-
tion J + J-1 with a phonon of energy hmJ = 2hcBJ by the RTIC mechanism:

w2 (0)
3

T(3) : ma wJ3lx(D,wJ)'Izg(wJ) —27‘];1— (26)

where a 1s the distance between molecular c.i. and c.m., M(0) is the

mass of the guest speciles, x(O,mJ) is the expansion coefficient of the
displacement of the guest molecule due to the lattice phonon mode Wy

and g(wJ) is the phonon density of states at Wy RTC couples the rotational

motion of the guest into its translational motion, which is composed of



Figure I1I-20.

Mechanism for broadening of the level J=1 of HC1l/Ar. The
level considered is shown as broadened. Interaction with
phonons: J=1 + J=0 transition with preoduction of a

17 em~! phonon; absorption of a 26 cm™" phonon to cause
the tramsition J=1 -+ J=2. Resonant rotational energy
transfer: another guest in J=2 transfers a rotational
quantum to J=1, or, a rotational quantum is transferred
from J=1 to another guest in J=0. These processes are
proportional to guest mole fraction, %, and a Boltzmann
factor for the appropriate level, as indicated.
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contributions from the phonon modes., The 0 K widths of J=l and J=2 of
HCl/Ar aré calculated to be 0.4 and 10 cm1.26

Consider the linewidths of R(0) and P(l)--these should be equal
since the same two levels, =0 and J=1 are connected. The width of
J=0 is determined by the endothermic phonon absorption process to J=l

while the width of J=1 is the sum of an endothermic process to J=2 and

an exothermic process to J=0. Specifically,

™(T) = (1+2r‘11)r(1) + ﬁzr(Z) (27)

where ﬁl and ﬁz are the thermal populations of the 17 and 27 cm—1

phonons36 connecting J=0 and 1 and J=1 and 2, respectively. For
Mannheim and Friedmann's values of TI'(l) and I'(2), the total predicted

widths are:

, T(0) = 0.4 cm

T(9) = 1.2

r(20) = 3.c

The value of 3.0 cm_l is a bit high to fit the experimental width of

R(0) at 20 K. Assuming an empirical value of 7 cm“1 for I'(2) gives

r) = 0.4 cm
rO) = 1.2
r(20) = 2.5

These values fit the data of Table IX satisfactorily, and the rotation-
phonon coupling is capable of explaining the observed homogeneous widths
of HC1/Ar. The exact calculated values and temperature dependence of

linewidths by this mechanism is very sensitive to the position of J=2
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relative to J=1.36 To better sort out what value should be used for the
phonon frequency coupling J=1 and J=2, as well as empirical values for
I(l) and I'(2), a more complete study of the effect of temperature on
linewidth is necessary.

For DCl/Ar the data suggests that the homogeneous R(0) width may be
1.1 cm-l at 9 K and 2.8 cm_1 at 20 K. Taking the phonon frequencies
cormecting J=0 and 1 and J=1 and 2 as w, = 10 cm—l, and a mean value of

1
18 cm—l for wy, and using r(ly = 0.7 cm_1 and T(2) = 2.0 en ! glves

re0) = 0.7 ca’!
r9) = 1.2
r(20) = 3.0

in agreement with experiment. The values imposed for I'(2) is lower for
DCl1 than the corresponding value for HCl. This can be rationalized by
the mJ3g(mJ) factor in Eq. (26), since DCl rotational transition is
lower in energy than the corresponding HCl transitions, and hence
samples a smaller phonon frequency and density of states.

A second mechanism of line broadening, one which is concentration
dependent, involves resonant rotational energy transfer from guest to
guest by a dipole-dipole coupling, as indicated schematically in Figure
20. The physics and mathematice of this effect are analogous to those
of vibrational or electronic energy transfer by dipole-dipole coupling,
except that the rotational process involves permanent dipole moments
wvhereas the other processes involves dipole transition moments. A
detailed discussion of energy transfer due to dipole-dipole coupling is
presented'in Chapter IV. 1In this chapter the concepts will be used as

they apply. Details not referenced here can be found in Chapter IV,
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Congider a donor molecule at lattice site O in state J and an
acceptor molecule in state J' at a distance R. The rate of energy

transfer from donor to acceptor is given by the golden rule expression.

H=%’5 IVIZ p(E,) (28)

where, for orientationally averaged dipole-~dipole coupling

V% = = [<3lup[3'>17[<3" [u, |32 29)
3n R

n is the refractive index of the host medium, and y is the dipole moment

operator. For resonant transitions with a Lorentzian lineshape of FWHM

hAvJ gre the density of final states is
>
p(E.) = (whAv y! (30)
£ 3,3 :
The width Av is the homogeneous width and is due to rotation-phonon

J,J

coupling., For non-resonant transitifons, such as J=2 + J=0 » 2J=1,

p(Ef) is much smaller than given bv Eq. (30} and hence non-resonant
rotational transfer as a source of line broadening is insignificant
compared to the resonant process. For a random distribution of orien-
tations, the matrix element of u should be summed over all M - tes with

7
Lile resu1t3 that

|<J|u|J'>l2 = u2(J+l) b +u%3 8 (31)

J+1,J° J-1,J'

where 1 here is the permanent dipole moment. Equation (28) can be

_rewritten as

w = c/r® (32)
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c=c_+C = —h Tl (33)
3mEn Y3,3-1 V3,341

where Wy = Mg S M. Summing the interaction over all guest molecules in

the sample leads to a total decay rate of

1 1
Ww=_¢C Z— f— (34)
fR 6 i 6
. 1
W=x(CP_ +CpP)J]— (35)
-~ ++kLk6

C+ and P+ are the interaction constant and Boltzmann factor for acceptors

in J' = J+1, located at distance Ri;

for J' = J-1; x is the total guest mole fraction; and Lk 1s the distance

C, P_, and Rj are similarly defined

from site 0 to the kth lattice site. A random distribution of guest

molecules is assumed. The sum in Eq. (35) can be evaluated to give38
o«

- 14.45x
= (CF_+CP) P (36)
°

do is the nearest neighbor distance in the crystal. Equation (36) gives

the width of the level J due to resonant rotational energy transfer in

1

sec . For HCl/Ar at 9 K, the relevant parameters for J=1 broadening
_ 39 _ -1 _ -1

are: u = 1,08 D, n=1.27, Avl,O =1,1cm °, sz,l =10 ¢cm ~,

4 =3.76 i, Py = 0.84, P, = 0.16, P, = .004. The width of J=1 is

caleulated to be [4.3 x 10°1 x em . For x = 10 (M/A = 10,000) the
predicted width of J=1 is 43 cm—l, greatly in excess of experimental
observation!

The sum in Eq. (35) should not really include nearest neighbors,

since in this case the donor is not isolated. Assume that rotatiomal
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transfer is meaningful only for distances greater than Ro from the donor.

The summation is replaced by an integral

fL ., | 4R 41 o
X 6 6 3

3
Lk R R Ro
o
where p is the density of lattice sites (number/cma). The width of the

donor level 1s now given by

- du px
W= (CP_+CP) 3.3 (37)

o

The width of R(0) and P(l) transitions is the sum of widths of J=0 and

J=1, so y, the width of the transition, is

¥y = W(I=0) + ¥(3=1)

o~

4m px -
3 3 CC1,0% * 20,07 * O 0%t (38)
[¢]

For HC1l/Ar at 9 K, the data of Table IX suggests that for R(0) and P(1)
y=2 ctn_1 for x = 10*2. From Eq. (38) this gives a value of Ro of 38 k.
With this value for Ro the broadening due to resonant transfer is

0.2 cm-'1 at x = 10—3. y decreases with increasing temperature, since

Av increases with temperature. From Eq. (38), at 20 K and x = 10_2,

v =0.8 cm-l.

What 1is the meaning of Ro? Clearly, without imposing a minimum
separation between isolated monomer and its nearest guest neighbor
resonant transfer would cause excessive broadening. The mean separation
of guest molecules at x = 10-2 15 17 X 1n Ar, much legss than the value

of Ro' However, there 1s a great deal of aggregation at x = 10_2, and

since much of the HC1 is present in closely spaced groups (polymers),
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the monomers may well be separated by something like 38 A. Perhaps
during the matrix deposition process there is enough diffusion for HCl
guests originally deposited within 38 £ of each other to aggregate
before cooling, so only truely distant molecules remain isolated.
During matrix annealing, those guests close to each other will aggre-
gate, and Ro should increase subsequent to diffusion, producing a line-
narrowing. Legay38 finds a similar situation for rapid V+V transfer
between different isotopic species of CO in an Ar matrix: calculated
rates are too fast unless an-RD is postulated.

The above treatment of line broadening by rotational energy transfer
1s over-simplified and is meant to be suggestive rather than quantitative.
It correctly shows that resonant rotational energy transfer produces
concentration dependent broadening and that the broadening so produced
decreases with temperature. For a more correct treatment, it is necessary
to divide the guest system 1nto classes of guests with identical dis-
tributions of other guests around them. The lineshape for each class is
a Lorentzian with width determined by the rotational lifetime for energy
transfer from a guest im this class. The true lineshape will be a sum
of such Lorentzians weighted by the distribution of classes.

It i1s wor:hwhile to recapittlate this section., The major features
of linewidths for HC1/Ar and DC1/Ar can be described by rotation-
phonon coupling. This broadening is homogeneous and can be made to
explain the dilute and diffused samples and their temperature dependence
with empirical (but reasonable) choices of the 0 K level widths. In-
homogeneous broadening is perhaps due to two effects: site distributions
and resonant rotational energy transfer. The site distribution is

narrowed upon annealing. The resonant rotational transfer mechanism



produces a concentration dependent width which is also narrowed upon
annealing. The width produced by rotational transfer decreases with
temperature, but the decrease is masked by the increasing width due to
rotation-phonon coupling. It 1is difficult to explain the extreme width
of the sample of M/A = 127 at 20 K, however, only by rotation-phonon
coupling. The data presented in Table IX is by no means a complate
characterization of linewidths. Further experimental studies of HC1l/Ar
and HC1 in other matrices, such as Kr or Xe, would be useful in further
specifyipg the empirical level widths employed in fitting the

homogeneous widths.

E. Quantitative Spectroscopic Results

Experiments were performed to measure the integrated absorption
coefficient of HCl in Ar. A rough quantitative estimate of the enhanced
dipole transition moment of HCl in polymeric form as compared to mono-
meric form is presented. The effects of matrix deposition conditions

on matrix isolation (monomer/polymer ratio) will be discussed.

1. Integrated Absorption Coefficient of Monomer

From a knowledge of the integrated absorption coefficient of a
molecule in a solid it 1s possible to calculate the molecular transition
moment and hence, the radiarive lifetime. An estimate of the radiative
lifetime is important to decide whether vibrational relaxation procedes
radiatively or non-radiatively. The ratio of radiative decay rates in

solid and gas (Einstein coefficients) is given by

A 2,2 [u 2
] n +2 _s

oA S 7 (39)
g g

195



where g and ug are the transition dipole moments in the solid and gas
phases. Equation (39) and other relationships between Einstein coeffi-
cients and absorption coefficients in condensed rhases are derived in
Appendix A. Since the vibrational frequencies of most molecules change
by only one or two percent from gas phase to matrix, it is unlikely that
u changes. greatly, and the change in radiative lifctime should result
from the index of refraction factors in Eq. (39) only. That this is
true for HC1 is experimentally demonstrated below.

The ratio of transition momenlLs can be calculaled from measured

integrated absorption coefficients, A, since, from Appendix A

=2 (40)

The experimental difficulty in measuring A consists in measuring the
thickness of an optical path through the matrix.

Jiang et al.60 have deduced the absolute absorption coefficient for
CO in Ar matrices and pure solid CO by measuring the thickness of their
samples by counting interference fringes of a transmitted monochromatic
infrared beam during matrix deposition. They find that the ratio of
absorption coefficients is given by Eq. (40) with Hy = ug' Dubost and
Charneau17 find that the radiative decay of vibrationally excited CO in
Ar matrices is given by the index of refraction factors in Eq. (39) only,
using the value n = 1.40, confirming the result of Jiang, et al. that
the dipole transition moment of C0 is essentially unperturbed by the
matrix environment.

We have prepared matrices of HC1/CO/Ar dilute enough (HCl: M/A =

750-4360; CO: M/A = 2040, 3940) so that multimer absorptions are
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negligible compared to monomer absorptions. Integrated absorption co~
effi{cient ratios of HCl to CO are measured, and no direct measurement

of the matrix thickness is required. The samples were prepared and
spectra recorded at 9 K or 20 K and spectra of each sample were recorded
for three values of the spectral resoluticn. The results did not vary
with temperature or spectral resolution., The result of five samples
gives a value of 0.55 * .05 for the ratio of HCl to CO Integrated
absorption coefficients. The ratio of gas phase integrated absorption

41,42 so from Eq. (40) the ratio

coefficients for HC1 to CO is 0.57 * .02
Ius/uglz is unity within 10% for HCl. The gas phase radiative lifetimes
for HC1 v=1 and v=2 afe 20.5 and 15 ms,43 so from Eq. (39) with n = 1,27,
the radiative lifetimes for HCl v=l and v=2 in solid Ar should be 16
and 8.1 ms. DCl should behave similarly. Its gas phase lifetimes are
95 and 52 ms for v=1 and v=2,44 so its radiative lifetimes in solid Ar
should be 51 and 28 ms. Care was taken in the above experiments to
exclude the presence of HCl dimers which, as discussed below, have an
absorption coefficient greater than that of the monomer.

Verstegen et al;45 measured the absolute absorption coefficient of
HCl in solid Ar by counting interference fringes and found the value to
be about four times greater in the matrix than in the gas phase. All of
their spectra shown45 contain significant polymer, which 1if weighted
equally to monomer would increase the absorption coefficilent reported.
They also concluded that the ratio of monomer and polymer absorption
coefficients was unity. The exact cause of the discrepancy between
their results and the present results is unclear. Nevertheless, we
find the HC1/CO/Ar results compelling evidence that the transition moment

of HC1 is essentlally the same in gas and matrix.
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2. Monomer vs Polymer Absorption

A casual glance at Figure 3 will convince the reader that the HCl
absorption coefficient is enhanced in a polymeric environment, since
the diffusion process does not change the total number of molecules of
HCl. Relative dimer/monomer concentrations can of course be ascer-
tained by measuring the relative dimer and monomer absorption inten-~
sities. For a quantitative estimate of dimer concentration, it is
necessary to know the dimer transition moment., Quantitative estimation
of the dimer transition moment can be obtained in principle by perform-
ing a gentle diffusion of a dilute sample, with the goal of producing
only dimeric polymer, and relating the measured integrated absorption
of monomer and dimer after diffusion to that of the monomer before
diffusion (requiring that the total number of HCl molecules is conserved).
In practice, at least three polymer peaks (dimer, trimer, and high
poclymer at 2748 cm_l) are produced after the gentlest diffusion. There
need be no relationship between the transition moments per HC1l molecule
in monomer, dimer, trimer, or high polymer, sc two spectra of the matrix
under different aggregation conditions is not enough to determine tran-
sition moments of dimer, trimer, and high polymer.

In brder to estimate the polymer transition moment, it was assumed
that the transition moment per HCl molecule is the same in all polymers
(dimer, trimer, etc.) and different from the monomeric transition moment.
Two sauples in which only three well resolved polymeric peaks formed
subsequent to diffusion were studied. The results were an increase of
the squared transition moment per HCl molecule by a factor of 2.6 % .5
for a sample of M/A = 5100, and 4.1 * .7 for a sample of M/A = 980. An

overall average ratio is 3%l. TFor perscnal histerical reasons, a value



of 2.4 has been used in these experiments in calculating dimer concentra-
tions from absorption spectra. The large uncertainty in the ratio of
transition moments introduces a systematic error into values used for
dimer concentrations, but does not affect any qualitative conclusions.
The present results can be compared to Verstegen et 31.45 who report

that monomer and polymer transition moments per molecule are equal.

The present measurements and Figure 3 are in discord with their result.

3. Quantitative Effects of Deposition Conditions

The majority of the matrices have been prepared with pulsed deposi-
tion. Pulsed deposition has been reported to result in greater isola-
tion of the guest species than the conventional steady spray-on

46,47 under otherwise similar deposition conditions. This re~

technique
sult is entirely consistent with the present experiments. Matrices of
HC1/Ar of M/A = 1000 prepared by pulsed deposition at 20 K at an average
rate of 6 m-mole/hour contain about 2% dimer. Spectra shown by Barnes
et al.7 for HC1/Ar, M/A = 1000, deposited at 20 K at 6-10 m-mole/hour
by a steady spray-on technique show a dimer peak larger than .he P(l)
peak at 20 K as well as a trimer peak; this can be estimated to mean
about 207 dimer in their zample. Presumably the difference in dimer
(and trimer) concentrations reflects the different deposition techniques.
A study was performed to see the effecé of deposition conditions on
degree of isolation for HCl/Ar, at an M/A near 500. The results are
given in Table X. The following points can be observed: 1) Isclation
decreases when the deposition temperature is increased from 9 K to about
20 K; 2) The larger the mass of gas in the pulsing volume, the more

polymer is formed; 3) Otherwise, deposition rate does not matter much:
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Table I1I-X. Effect of Deposition Conditions on Polymer Formation

wa e e M mutsesgetn s jises Juiser?

P(1) P(1)
5155 56 17-18 7.0 2 54-79 1.4 .48
515 2 5 27 9 7.0 2 60-80 .78 0
514 + 5 | 31 9 16.0 2 142-164 1.6 0
514 ¢ 5 27 9 14.0 4 60-80 .69 o]
527 =5 28 9 6.2 4 25~36 .58 \]
527 ¢ 5 21 9 24.0 4 106-130 1.3 0
527 £ 5 27 21 28.0 4 125-145 2.1 .64

2 pate is for totzl matrix.

b Ratio of integrated absorptioms.
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there is no difference between 2 and 4 pulses/minute for a given pulse
pressure, The effect of deposition temperature on polymer formation

i1s much greater than the effect of pulse pressure. The most typical
depositior conditions were rapid deposition at low temperature:

4 pulses/min, 80-100 torr pulse pressure, and 9 K deposition temperature.
These conditions were chosen to minimize polymer formation and allow

complete deposition within a reasonable time.
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CHAPTER IV
KINETICS

In this chapter various models for the kinetic behavior of a system
of molecules, some of which have been vibrationally excited by a pulsed
excitation source will be discussed. The kinetic 1dels ulscussed here
wlll be a basis for understanding the kinetic results of Chapter V.

Some of the results presented here have been referred to in Chapter IIIL.

The decay kinetics for a system of non-interacting guests is pre~
sented in Section A. 1In Section B, the effects of puest-guest communi-
cation are discussed. In particular, resonant energy transfer leads to
energy diffusion; non-resonant energy transfer contributes a new deactl-
vation channel. The decay kinetics of a system interacting via long-
ranged multipolar forces depends on the relative contributions of
resonant and non-resonant transfer processes--it can lead to non-
exponential behavior following pulsed excitation. Some practical aspects
of analyzing experimental kinetic results are discussed in Section C.
Particular questions asked are: How non-exponential must decay before
it can be observably non-exponential for a real, experimental decay
curve? How much error does the "baseline droop" discussed in Chapter
II contribute to measured decay times? How well can a signal which is
the sum of two exponentials of neagly eqral decay constant be analyzed?

In all kinetic models, it is assumed that rotational thermalization
ie very iapid on the time scale of vibrational relaxation, so rate
expressions will deal only with vibrational levels. This is experi-

mentally justifiable and will be discussed in Chapter V.
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A. Kinetics of Isolated Molecules

When guest molecules are present in low concentration, they inter-
act only with the crystal lattice and the radiation field. Hence,
vibratiocnal relaxation is due to the "unimolecular" processes of
radiative decay or non-radiative V+R,P processes. 3ubsequent to exci-
tation of N molecules to v=2 by a delta function pulse at t=0, the

populations of v=2, nz(t), and v=1, nl(t), will evolve according to
nz(t) = N exp(—k21t) (1)

Nk kot -k, t
_ 21 { 100 a1 ]
nl(t) e e e

(2)
217510’

where k21 and klO are the rate of deactivation of v=2 to v=1 and v=1 to
v=0, respectively, and direct deactivation of v=2 to v=0 is neglected.

When v=1 is excited initially, the time dependence of v=1 is
nl(t) =N exp(—klot). (3)

In the above model, relaxation is due to loss of vibrational quanta

from the HCl system by one quantum processes only.

B. Kipetics of Interacting Guests

When the guest concentration increases sufficiently, guests may
interact with each other by exchanging vibrational quanta. If such pro-
cesses are resonant, no new loss mechanisms are introduced, and although
the energy migrates about the‘sample, the kinetics of the ensemble is
still described by Eqs. (1)-(3). When a second guest species is prescnt
so that energy may be transferred to it, a V+V decay channel arises and

Eqs. (1)-(3) must be modified. The initially excited species will be
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referred to as the donor (D) and the second guest species as the acceptor,
(A). The acceptor may be chemically the same as D, but in a different
state go that V-V transfer is non-resonant (for example: v=2 + v=0 »
2v=]1 for anharmonic molecules is non-resonant; v=2 is D and v=0 is A).
In some cases non-resonant V-V transfer may lead to non-~exponential decay
kinetics.

vThe microscopic rate law for energy transfer between D and A by a
multipolar interaction will be considered in Section 1. The behavior
of an ensemble of donors and acceptors will be considered in Section 2
and kinetic expressions for the time evolution of the donor population
for several cases will be given. In Section 3 a general formulation of
the donor decay kinetics will be used and the temporal behavior of the
acceptor population will be described. The behavior for a special case

will be considered.

1. Multipolar Interactions

The theory of emergy transfer by multipolar interaction was developed
by Fﬁrsterl for the case of dipole-dipole coupling and extended by
Dexter2 to include higher multipolar interactions. From first order

perturbation theory, the rate of resonant transfer from D to A is

2 2
W= 2| ac|vIDga, > T o (B) (4)

where D, and A, are excited states, D, and AD are unexcited states, and

1 1 0
E=E -E =E, - E, is the energy exchanged. For dipole-dipole
D D A A
1 0 1 0
coupling
Vo= =i e, - 3Gy R) (g, -R/RY] (5)
2.3 “%p *A Ep 2/ 2



where n is the refractive index of the host medium, y are dipole transi-
tion operators, and g is the position vector of A relative to D. Sub-

stituting Eq. (5) into (4) and averaging over orientations yields

4n 1 2 2
W=EEW F<py lup 09> 1" [<Ay fuy 821" 0 (8) ©

. The density of states 1is given by the overlap in energy space of

the normalized lineshape functions for the transitions of D and A:
p(E) = f £, (E)E, (B)AE 7

The transition moments appearing in Eq. (6) can be related to the inte-
grated absorption coefficient or either Einstein coefficient. In

: 2 2 43,3
particular, in terms of the A coefficient:” p° = (3h ¢ /4E7)A, and

A = 1/1 where 1 is the radiative lifetime, so

s/ 11 | HELE
Vet | T s @)
4n R D A E

In this formula, T is the radiative lifetime in the gas phase, and it isg
assumed that dipole transition moment and transition frequency are not

changed by the host redium. E has been taken inside the integral in
T

Eq. (8), which is the correct result for transitions with finite widths.
However, for vibrational transitions in which widths are much smaller
than the transition energies, E is effectively constant over the transi-

tion linewidth, and can be placed in front of the integral. Measuring

frequencies in cm_l, v, the transition rate 153‘4
W= /et )
3 11
C 6 46 ;—-;—-f fD(v)fA(v)dv. (10)

512nen’'v. D A
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For Lorentzian lineshapes of FWHM Av, the overlap integral can be calcu-

lated by contour integration to give

J , 1 (AvA+AvD)
f (v}, (v)dv = o~ - an
D A 27 (VOA'VOD)24'%(AVA+AVD)2

where Yo is the central frequency of the transition. For resonant

transitions where AvA = AvD = Av and voA = vOD, the overlap integral is
£ (W (Vv = = (12)
D D wAv

In general for multipolar interactions, W = CS/RS, where s = 6,8,10
. . for dipole-dipole, dipol :-,uadrupele, gquadrupole-quadrupole inter-
actions, etc. The perturbation treatment for s=8 and 10 hLas been

presented by Dexter.2

2. Ensemble Averaging for Donor Population

Resonant energy transfer between like molecules leads to energy
diffusion. Legay calculates the diffusion constant, D, for a multipolar

interaction of order s as

C
S 1
D=-g g R5-2
i

where Ri 1s the position of a guest relative to a particular guest at a
position arbitrarily labeled site O, and CDD is evaluated from Eq. (10)

with D=A, For a random distribution of guests,

where the sum is over all lattice sites of the crystal, Li is the distance



from site 0 to the ith site, and x is the mole fraction of the guest,
For fcc lattices and dipole-dipole coupling, this has the value3
xC
_ DD
D = 25.3 %3 4 (13)
o
where do is the nearest neighbor distance in the crystal.

Energy diffusion can be viewed as a resonant hopping of excitation
from one guest molecule to another in a random walk fashion. A more
intuitive quantity than D is the number of hops made by the excitation
during a length of time, t. This is given by N = t<W>, where <W> is
the average rate of transfer from a given molecule. For dipole-dipole
interactions

1
N =l % 3

Ry

14.45%C__t
- DD (14)

d
<]

where the result is valid for fcc or hcp lattices and the sum has been
evaluated by Legay.3

When an accepting species different from the donor is present, V+V
transfer from donor to acceptor becomes possible and a new energy loss
mechanism for the donor system exists. Legay3 and Weber5 have reviewed
the decay kinetics of an ensemble of donors excited at t=0 when long-
range multipolar transfer and diffusion-aided transfer to acceptors can
compete, - The results are valid for acceptor specles with a large intrin-
sic (V+R,P) decay rate and present in low concentration. Thes' rondi-
tions prevent acceptor sites from becoming saturated and unable to

accept energy. Weber distinguishes three cases: (A) long-range transfer
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only--no diffusion, (B) fast diffusion, and (C) diffusion limited
relaxation. They are reviewed below.

A) Long-range transfer: Since the interactions are very dependent
on distance, the decay rate of a donor will depend very much on the
distribution of acceptors relative to that donor. The donor system may
be divided into classes6 which have similar acceptor distributions.6
Each’ class decays exponentially. The observable signal is the sum of
the different exponential decays arising frum each class, and 1s non-~
exponential. For the multipolar interaction W = CR—S, the time evolution

of the donor population is5

3/s]

nD(t) = nD(D) Exp[-kont-g—" F(l—%) xAp(CDAt) (15)

where koD is the unimolecular V-+R,P decay rate of the donor, xA 1s the
acceptor mole fraction, p is the density of lattice sites, and T is the
gamma function. The donor decay rate, which is (1/nD)(an/dt) decreases
as a function of time., This is physically reasonable. At early times
those excited donors with a distribution of acceptors in close positions
will decay rapidly by V+V processes, while those with no near acceptors
will decay by slower V-R,P processes. At later times, only donors distant
form acceptors will remain excited, and these will decay with rate kOD.

B) Fast diffusion: When the excitation rapidly moves among donor
sites throughout the sample, all d;nor sites become equivalent. The

donor decay rate is

D D 1
k=k +Z-——ko +xAcDAZ S
R i

For s=6 and fcc or hep lattices:3



_ -kt
nD(t) = nD(O) e
14.45x% ,C
k:kD+______A_D£ (16)
a 4 e
o

C) In the intermediate case, diffusion in the donor system can allow
energy absorbed at a donor site distant from any acceptor to migrate to
a site near an acceptor, and hence will increase the total V-V rate
ovexr that of case (A). The donor population decays with an initial non-
exponential portion followed by an exponential phase, with decay constant

5
given, for dipole-dipole interactions, by

_ . D 1/4 3/4
k = ko + (0.6759)(4n)xAp CDA D (17)
The exponential phase dominates for times
4 2
‘> R e}
D 1/4_3/4
(ko +.6759(4n)xApCDA D )

This has been generalized to higher order multipolar interactions.3 An
approximate expression valid for the temporal behavior of the donor
population and extending to shorter times has recently been formulated

by G&sele, et al.,8 by means of a Padé approximate:

1/2

D 4
nD(t) = nD(O) exp[~k° t-3 nxAp(nCDAt) BJ (18)

374

B = [(1+45.47y+4.00y2)/ (143, 34y (19)

where y = DCD _1/3t2/3. For large t, Eqs. (18) and (19) reduce to (17).

A
The case of intermediate diffusion is somewhat problematical., As

D0, the above equations reduce to those of case (A), as they should.



However, when D bhecomes very large, ithe equations do not readuce to the
fast diffusion rate, Ec. (16). There i¢ -0 good criterion to distinguish
between the fast diffusion and intermediate diffusicn cases.

Gosele and co—workers,s’9 have generalized the problem somewhat.
They include an encounter distance, Tap? which corresponds to a separation
bctween donor and acceptor at which energy transfer is instantaneous,
In sblutions, this corresponds to a hard sphere diameter. In rigid media,
r,, may reflect a very high order multipeclar or exchange type interactionm,

AD

which I8 very short-ranged. A purameter, 2, where

k%
2, = =5 & 20)

Q
ZIAD

is useful in separating two regions, For zo>l, diffusion-aided transfer
is dominated by long-ranged dipole-dipole interactions and Eqs. (17)-(19)
are valid. For z°<l, energy transfer is dominated by close encounter

and standard liquid phase diffusion kineticslo are applicable. In both

cases the donor population evolves as

(t) = n_(0) ~(k D+ +2bc‘1‘2)t1 (21)
ny n exp o ta |
where, for z°>1: a = (.676)(4n)xA pC;éA D3/4

3 A DA
and for zo<1: a= AHDrADxAp
b = 2mx rz D/
aPTaD

GBsele et 31.9 have discussed the region of cverlap near zo=1. In
neither case will Eq. (21) reduce to Eq. (16). Equation (21) 1s a general
form for intermediate and slow diffusion-aided energy transfer by dipole-

dipole coupling.
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The donor system will exhibit non-exponential decay only for times
such that 2bt_% > kOD + a. If the long-range dipole coupling constant
is small so that b is small, diffusion will be important and the doner
system decays exponentially. For the case where z0<1, the non-exponcntial
portion of Eq. (21) will occur for times less than rADZ/AﬂD. For large

diffusion or small encountere distance, non-exponential decay will be

unobservable.

3. General Formulation and Example

The kinetic behavior of the acceptor population can be calculated
from the kinetic behavior of the donor population. The non-exponential
decay of the donor population can be considered to result from a time
dependent donor decay constant,kET. The kinetic equations for the donor

and acceptor populations are

an(t)

o D
o = - k) gk (6) ng 22)
dn, (t)
At A
—ar 7 kgr(t) np -k, (23)

©

1
where, from Eq. (21), kET(t) = a+ bt %, Equation (23) is solved in
Appendix B. The result is
2nD(O)

P

A 2,2
nA(t) exp(—ko t-b"/p7)

2 2
{2a_p e~ (®/P) _e-(pft_+b/p) ]

x

3

2

b - a_b) ,@ [erf (pvt + E) - erf (E)J} (24)
P P ’
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where erf i1s the error function.
In the limit where b is small, the decay of the donor population,
Eq (21), becomes exponential, and the behavior of the acceptor system
becomes the sum of rising and falling exponentials, analogous to Eq. (2).
The rise 1if given by (kOD + a) and fall by koA.
We conslder an example, the results of which will be useful to bear
in mind when considering the relaxation behavior of HCl (v=1) in Ar.
Example: In this case, v=1 1s populated by V-»R,P decay of v=2,
and depopulated by a combination of V+R,P decay to v=0 and diffusion~

alded V+V transfer to an acceptor species, A. The kinetic scheme is

K
HCL(v=2) —2L5> HCl(v=1) (25a)
k10
el (v=1) —25> HCl(v=0) (25b)
kgp ¥
HC1(v=1) + A —— HC1(v=0) + A (25¢)

The diffrerential equation for the population of v=1 is

-k
It 2109 = klon1 - (a+ bt %) oy (26)

The solution to Eq. (26) is given 1in Appendix B. The result is

k. N —(k,,ta)t 2
n, (t) = 2; o, 10 e-zb/t_ o~2b"/q {a-
m b b
exp[-qt+2bvVt] + b A [erf(v/qt - 7q=) + erf (qu @n

where
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q = k21 - klO - a.

In the limit that b = 0, Eq. (27) reduces to the sum of rising and
falling exponentials, with rise k21 and fall (k10 + a). The values for
a and b are discussed after Eq. (21).

In this section we have discussed a general kinetic form which
arises in a system in which diffusion and long-ranged cnergy transfer
by dipole-dipole coupling occur. Diffusion is accounted for by a and
non-exponential behavior of the populations is duc to b. Exact solu-
tions with several competing processes, such as Eq. (27), are very messy

and are difficult to apply to amnalysis of experimental data.

C. Practical Considerations

1. Exponential vs Won-Exponential Decay

Non-exponential decay in the donor system, Eq. (21), manifests
itself as a rapid initial decrease in fluorescence intensity. It is
not obvious, from Eqs. (24) or (27), how b manifests itsclf when V-+V
transfer is convoluted with more than one exponential decay; nor is it
obvious how large it must be to be observable in che decavy trace. To

investigate this, Eq. (27) was evaluated as a function of t for various

values of a and b, The numbers used for kz1 and kl0 were 3.8 x 103 and

0.8 x 103 sechl, which are the V+R,P rates for HC1/Ar at 9 K (see

Chapter V)., a was varied between 0 and 2.9 x 104 sec_l, and b was

4

- 1
3.5x 10 °, 0.1, or 10 sec 2, Decay curves were analyzed as a double

exponential, such as Eq. (2) by hand, and derived rate constants were
compared to Input rate constants; the two decay rates were k21 and k10 +
a. In no case did the logarithmic plot of the decay curve look non-

4

exponential. For b = 3.5 x 10" and 0.1, the derived rate constants



were close (within plotting error) to the input rates. For b = 10 and
a = 0, the value of the rising exponential was increased from an input
value of 3.8 x 103 to an analyzed value of 4.7 x 103—»an increase of
25%. For a larger the effect of b = 10 was overcome and input and
derived rate constants were equal. Thus, the conditions under which the
acceptor decay may appear non-exponential are large b and small

(k ).

0*?

For z°>1, b is related to the multipolar interaction constant, CDA'

A value of b = 10 sec_Lj corresponds to X, MCDA = 1.0 x 10_22 cm3 sec'%
3

where p = 2.67 x 1022 <:m—3 has been used. For X, = 1077, this corre-

sponds to C_, = 1.0 x 10_38 cmﬁlsec. Now, using Egs. (10) and (11)

DA
and the data from Appendix C, the HCL-HCl coupl ‘g coefficient for R(0)

35. Coupling of HC1

and P(l) transiticns is calculated to be 4.6 x 10~
to any other species would be expected to be weaker since the overlap

of Eq. (11) for a thermally accessible HCl transition with nossible
acceptor transitions is small (see Section V.B}. CDA = 10—38 cm6/sec
may be a reasonable value for some acceptor, and derived rate constants
may be affected by non-exponential decay if the acceptor 1s present at

X, = 10~3. For samples containing only HCl/Ar, however, the most con-
centrated acceptors should be HC1l polymers, and the most concentrated of

these, the dimer, may be present at x, ~ 10-5 for M/A = 1000. For

A
observably non-exponential decays, then, the HCl monomer~dimer coupling

6 cmﬁlsec, almost as large as the HCl-

constant, would have to be '~'10-'3
HC1l coupling constant. Due to the non-resonance of HC1 monomer and
dimer transitions, such a large coupling constant is unlikely.

The overall conclusien, then, is that for HC1/Ar the v=1 decay will

not be observably affected by the non-exponential factor b/t, unless the

acceptor 1s present at large (xA > 10-3) concentrations.



2., Validity of Derived Rate Constants

Two problems ;rising in the analysis of decay curves are discussed
here: (A) The actual decay trace may be modified by the low frequency
response of the signal processing electronics (see Section II1.D.6).

How does this affect derived decay constants? (B) The signal from v=1
is a rising and falling exponential when v=2 1s initially excited. How
well can the two rate constants be deduced from the fluorescence decay
curve?

(A) For an exponential pulse with decay constant k passing through
a high pass filter with cut-off frequency @ the observed signal is,

from Eq. (1I-9):

o

5= k~w

(ke -wj e ). (28)

As described in Section II.D.6, this produces baseline undershoot. The

winimum value of the signal (the point of maximum undershoot) is

2,2
So mo)zmo/k ‘”0)2 wo)Zwo Ik
Sain = ‘k‘(r (— - (r . (29)

The best way to extract the true rate constant, k, from Eq. (28) is to

~m°t
This 1s a diffi-~

use a baseline corresponding to —(Sowo/(k—wo)) e
cult procedure. Two other methods of analysis are: (1) Take the "true",
t+» baseline, or (2) Draw a horizontal baseline from the minimum of the

signal, as given by Eq. (29). The apparent rate constant can pe defined

as

k 30
app (30)
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Calculated values of kapp have been obtained for k = 1 x 103 sec-1 with
a variety of Wy for both methods of analysis. The results are given in
Table I. The following points should be noted: For k/wo > 100, the
error in either approximation is 1% or less. Method (2) produces
smaller errors.

Errors are appreciable, when k/wo < 10. In experiments described
in this thesis, w, was adjusted so that for decay experiments k/wo > 50,
and method (2) was used for analysis.

(B) It is sometimes quite difficult to extract two correct rate
constants from a decay curve corresponding to Eq. (2) when the two decay
constants, klO and k21, are nearly equal. The effect 1s particularly
pronounced when the rate constants are within a factor of two. Under
guch conditions it takes about three decades for the decaying signal to
become truly exponential and free of influence from the fast rise. Most
experiments have signal-to-noise allowing use of at most two decades of
data. The apparent slow decay is, after two decades, decreasing more
slowly than the true decay, and the derived rise is faster than the true
rise,

To be more quantitative, a decay curve such as Eq. (2) was evaluated
nunerically as a function of t for k2l = 3,8 x 103 sec_l, and kl0 = 3.0
X 103, 4.0 x 103, and 1.0 x 104 sec—l, and plotted on semi-logarithmic
paper. Rate constants were derived using only one and a half decades
of the curve. The derived rate constants are listed in Teble II. For
close, the error in rise and decay rates can be 50%.

k,, and k

21 10

If one of the decay constants is known, the other can be derived

from measuring the time at which the signal is maximized. This is given by
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Table IV-I. Ratio of kapp/ko for Various Amplifier

Cut-off Frequencies (k(7 =1 2 103 sec_l)
-1 k. __/k
w_ (sec 7) app o
° Method 1 Method 2
500 2.05 2.05
100 1.18 1.07
10 1.0} 1,005

1 1.002 .997
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Table IV-II.
Rates

Analysis of v=1 Signal with Nearly Equal Rise and Decay

True Value

Observed Value

3 k

k k

21 10 max 21 10 max
0% sec™)  (10% sec™h)  (us) (10° sec™l)  (10% sec™h)  (us)
3.8x10° 3.0x100 295 5.3% 100 2.7 x 100 295
3.8 x 100 4.0x100 25 3.1x10° 5.9x10° 25
3.8x 100 l.oxi® 156 3.7x 100 L.1x 10" 156




k
1 21
t = gnf 5. (31)
max  kyp=kig <k10>

As can be seen in Table II, observed tmax and theoretical values are in
good agreement.

The practical outcome of all this 1s as follows: For HCl and DCI,
k21 can be measured as a single exponential upon excitation of v=2.

For those traces in which k seems close to k is derived from

10 21’ klO

the known value of k21 and the observed maximum value of the v=1

fluorescence signal.
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CHAPTER V
VIBRATIONAL RELAXATION STUDIES

The intcraction between guest internal vibrational motion and the
lattice has been studied by a laser-induced, time-resolved fluorescence
technique. The magnitude of the observed relaxatlon rates, and their
dependence on experimentally variable parameters such as temperature
and concentration, are indicative of the major relaxation channetis,.
Vibrational relaxation rates for HCl and DCl in several different
matrices are presented in this Chapter. Most experiments were performed
exciting a vibration-rotation transition of the first overtone band, and
rates of v=2 > 1 and v=1 + D decay were deduced. Vibrational energy
ultimately 1s dissipated into lattice phonons, but for HC1 and DCl in
Ar, relaxstion proceeds by way of a highly rotationally excited guest.
The initial VR step is rat;—limiting. In molecular matrices, HC1
V-+R,P relaxation is obscured by rapid V-V transfer to the host. In
HC1/Ar, resonant V-+V transfer leads to energy diffusion. Dimeric species
present in concentrated samples act as energy traps.

Part A reports the experimental results of fluorescence decay
experiments for HC1 in Ar, NZ’ and O2 matrices, and DCl in Ar. The
results are discussed in Part B. The importance of a V*R step in the
relaxation mechanism is concluded. Temperature effects indicate the
contributions of excited phonon and rotational states to relaxation.

V+V transfer phenomena and the null results oi fluorescence experiments

for the HCl dimer in Ar and HCl in N2 and O2 are interpreted.



A. Results
1. HCl/Ar

Typilcal data and analyses for temporally resolved emission follow-
ing direct excitation of HC1 (v=2) in dilute samples are shown in Figs.
1 and 2. Figure ! shows broadband emission; it is analyzed as a doubly
decaying exponential to give k21 and k10 rates. Figure 2 distinguishes
between v=2 + 1 and v=1 + 0 emission; that the rise of the v=1 + 0
fluorescence matches the decay nf v=2 + 1 fluorescence is clear in both
the signal and analysis. The fluorescence from v=2 decays as a single
exponential over at least one and a half decades. Reciprocal lifetimes,
k21 and klO’ obtained by fitting the data to Eqs. (IV-1) and (IV-2) are
presented in Tables I-III. Table I contains relaxation data for ise-
lated molecules. Tables II and IIT contain all v=1 + 0 relaxation data.
Decay times for given experimental conditions were measured from spec-
trally resolved fluorescence and frow the total fluorescence as in Figs.
1 and 2, so each decay rate is measured at least twice. The values
listed are either the average of many measurements for equivalent condi-
tions (the error indicated 1s the standard deviation of the set of
measurements) or only one or two measurements (no error indicated). 1In
the latter case an uncertainty of 15% is reasonable. In some experi-
ments v=1 was excited directly. Values for k, obtained in these experi-

10
ments were consistent with klO values deduced from the v=2 excitation
experiments, and are included in Tables I-III. The observed decay rates
are much faster than the radiative decay rates of 120 and 63 sec.'1 cal~

culated in Chapter III for HCl v=2 and v=l in solid Ar. Hence, the

radiative decay channel is not a major relaxation route and is neglected.
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Figure V-la.

Broadband fluorescence decay signal from HCl/Ar, M/A =
10,000 + 1000, 9 K. Excitation is at 5656 cm~!, R(0)35
v=0 + 2 transition, with 7 pJ/pulse energy. The trace
is the averaged result of 6125 shots.
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Figure V-1b. Analysis of broadband decay trace of Figure V-la.
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Figure V-2a.

Spectrally resolved decay traces from HCl/Ar, M/A =
5100 + 100, 18.2 * 0.2 K. Excitation is at 5656 cm~l,
v=0 + 2 R(0)35 transition, with 8 pJ/pulse energy.
Curve a is v=2 + | fluorescence and is the averaged
signal of 2048 shots. Curve b is the v=0 -+ 1 fluores-
cence and is the averaged result of 4096 shots. The
reduced S/N of curve b as compared to curve a is due to
poor overlap of the spectrally resolving interference
filter and the v=1 + 0 emission band. The baseline
undershoot of curve b is the result of pickup, rather
than amplifier distortioms.
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Figure V-2b.

Analysis of spectrally resolved decay traces of Figure
V-2a. Curve a (dark dots) is a single exponential. Curve
b (open dots and squares) is the sum of a rising and
falling exponential. kg; is deduced in each trace; the
difference of 5% is smaller than typical for such analyses
due to the good S/N of the traces, and reflects the diffi-
culty of amalyzing double exponentials. The vertical
scale is logarithmic and spans two and a half decades.,
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Table V-I. Relaxation Rates for Isolated HCl/Ar (103 secﬁl)

+
WA T(K * 0.4)
9.1 12 13 14 15 16 17 18 19 20 21
=2 + 1
527%5 3.59x.07 5.6
670:20 3.7+.3 5.5¢.2
9302302 3.6%.5 4,2 4.9
960220 4,2%.6 5,7¢.7 6.3,2
980+30 3.8%.6 4.7 4.6 4,9 5.8
950220 4,9:.8° 5.9:.6 5.9:x1.6 6.5£.3
1000£20 4.7%.5° 5.1 6.6 6.6£1.5%

2900%30. 4,7+1.2° 4.7¢1.0 5,6 5.1%,5 6.21.6
4000-5000 5.3%.7¢ 5.1 4.2 5.5 5.5 5.6%.9
5100+100 3.7x.2 4,5%.6 5.3:.8 5.6%.5 6.0

10,000£1000 3.7+.2 4.5%,2 4.6%,2 4.9+.3 5.4%.8
Average 3.8+.4 5.7%,6
v=1 +0 £
2380+60 .88%.09 .82 .96 1.0 1.2
290030 .84%,09 .89 1.0 1.12.1 1.1£,1
5100+100 .76x.09 .85%.10 .822,05 .89 .93
10,000+1000 .75+.02 .77 . .98 L.0
Average .81x.07 .B1:.04 1.12,1
3 Adlr-doped sample; HC1/Alir/Ar = 1/0.2/930.
4 HC1 is present as an impurity in DC1/Ar, M/A = 1000 sample.
€ Value discarded in computing averages. See text.
d

€ Direct v=1 excitation.
sk
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Table V~II. HCl v=1+0 Relaxation Dauta and Monomer-Dimer Coupling Coefficients

Mole fractions

(10—3) km (103sec-1) Roa CDA(10-37cmﬁlsec)b

M/A % onomer  Xdimer 9g  20%K° : (g‘)’ ) 9 K 20 K
123£2 6.6%.1 .68%.01 >500  »500 5.0
52715 1.78£.02  .0492.005 8.5:2.5 27:7  3.1:1.7% 5.1 1.8 6.1
600:30% 1.58£.08  .028+.002 5.5¢.3 4.6 1.9
67020 1.46£.06  .030%.005 6.5:1.8 1123 1.720.9 5.0 2.2 3.8
920:30¢ 1.00£.03  .033:.003 955,11 1.1 1.2 6.6
920£30° 505,02 .14:.02 1.9 16 .o91?
930+30f 1.00:.03  .026%,003 1.6:.2 2.0 1.3 6.1 .35 .4k
960420 1.03:.05  .017:.005 1.2:.2 1.5 1.3 5.2 .27 .34
980£30 1.00£.03  .070%.003 1.21.1 5.6 .23
990220 .91+.03 . .016+.002 1.6:.3  2.1+.3  1.3:.4 5.5 .58 .79
1000420 .89%.02  .038+.004 2.08.2  2.25.6 1.1%.4 7.4 .36 .36
2380260% .38£.01  .004%.001 .88:.09 1.2 1.4 6.3
2900830 ©  .345:.003  <.004 .842.09 1.1 1.3 6.7
51002100 .196£.006  <.004 .76%.09 .93 1.2 9.7
5100:100° .118:.006  ,026+.002 .88%.,06 24
10,000£1000  .10%.01 <.004 762,02 1.0 1.3 <15
Average" 1.3t,2  s.7s.8t 1073224 ((737.085
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Footnotes for Table V-7TI

a Calculated from Eq. (7).
b Calculated from Eq. (10).

ST =204+1K.

a

Direct excitation of w=1.

e Sample prepared by annealing sample listed directly above it
in the table.

£ Air~-doped sample: HCl/Air/Ar = 1/0.2/930.
g This value discarded in averaging k(20)}/k(9).
h Error is one standard deviation of the data set.

Annealed samples are mot included in the average.

[ Y

This value discarded in averaging CDA'



Table V-III.

HC1/Ar v=1 + 0 Relaxation Data-Relaxation Rates for Ensembles of Non-Isolated
Molecules, Intermediate Temperature Range (107 sec™*)

T (K £ 0.4)

M/A 11 2 I3 1% i3 15 17 18
123 & 2 >500 >500
600 = 302 6.2 7.4 7.6
920 + 30% 1.2 1.3 1.2
930 + 30° 1.8 ¢ .1
960 + 20 1.6 ¢ .1
980 + 30 1.4 % .2 1.3 1.6
990 + 20 2.2 &, 2.3+ ,2 2,7 = .2
1000 + 20 1.6 2.7

2 Direct v=1 excitation,

b

Air-doped sample:

c

18.5 K.

HCl/Air/Ar = 1/0.2/330.

LET
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Lifetimes for isolated HCl are insensitive to excitation pulse
intensity and frequency. Relaxation data for two samples as a function
of excitation intensity are presented in Table IV. Typical samples are
calculated to be 2-5% absorbing on the strongest accessible overtone
absorption line: R(O)35 at 9 K. The excitation pulse was varied in
energy by use of nectral density filters. Energy density was varled
by sometimes using a 4 cm focal length lens to focus excitation into
the sample and by varying the degree of focusing by lens placement.
While overall S/N was affected by these maneuvers, the temporal behavior
of the system was unaffected to within the experimental uncertainty of
10-15%. The spectral width of the OPO (0.2 cm“) is less than the width
of the HCl absorption line (1-2 cm—l) so it was possible to excite
variou:; portions of the line profile--decay times were insensitive to
this. Furthermore, excitation on vibration-rotation transitions of the
isolated monomer--P(1), R(0), R(1l), and QR(OO)——results in the same
decay kinetics. Relaxation data as a function of frequency are presen-
ted in Table V. Data for other samples as a function of frequency
gsometimes show more scatter than that in Table V. Since, in cases such
as those presented, the data is very consistent, the scatter in other
cases 1s taken to be indicative of random errors in analysis procedure.
Excitation on different spots in the matrix gives the same lifetimes.

k. 0 increases when the matrix is deposited under conditions which

1
enhance dimer formation; the increase can be correlated to the dimer
concentration, as will be discussed below., The decay rate of v=2 is
unaffected by deposition conditions.

Decay rates increase slightly with temperature in the range 9-21 K,

as is evident in Tables I-III. From the data of Table I, k21 increases



Table V-1V. Effect of Excitation Density on Relaxation Rates of HCl/Ar.

v=0 + 2 Absorption.

Excitation on Line Center, R(0)35,

wa oy T denl o o Eew Mo e
[(Ths) () (0.D. units) (m1/cu?) (103 sec-l) (!03 sec_l)
4000—5000d .05 5 60 0 44 4.96 1.11 84
60 0.3 22 4.80 1.19 80
60 0.5 14 4,82 1.19 40
60 1.0 4.4 5.07 1.35 16
60 1.0 4.4 4,38 1.20 19
260 0 2.4 4,81 1,22 45
980 * 30 .03 12 60 0 110 4.1 ¢ .9 1.2 + .2 50-120
60 05 34 3.82 1.19 65
60 1.0 11 3.47 1.14 72
60 1.5 3.4 3.64 1,22 21

a Percent absorption. Calculated from measured absorption of R(0) fundamental, using ratio of overtone

to fundamental absorption of 1/36.3, from Appendix C.

b 4 cm focal length lens in position produces a 60u spot at 1.78u (calculated). Collimated beam waist

is 260y in the matrix (calculated).

Beam is attenuated with calibrated neutral density filters.

d HCl prescnt is an impurity in a sample DCl/Ar, M/A = 1000. Exact HCL concentration unknown.

6€Z



Table V-V. Effect of Excitation Frequency on Relaxation Rates of
HCl/Ar {(v=0 - 2 excitation, 9 K)

M/A Line Gil 3k21 -1 3k10 -1 S/N
{cm ) (10~ sec ) (10~ sec )

1000 ¢ 20 R(1) 5665.3 5.17 1.72 13
R(0)>  5656.0 4.34 1.93 »160

R0 s651.1 444 1.68 30

PP se22.1 4.39 1.86 21

re)Y se17.7 4.97 1.51 7

670 £ 30°  Q(00)  5711.7 4.95 11
RO)P  s654.5 5.24 80

(P 5656.0 5.26 180

R0 s657.5 5.26 75

5 -
a R(0)3J line center is assigned as 5656 cm l.
ments relative to this are accurate to 0,2 cm™ .

Measurements taken after a slight annealing.
faster than isolated molecule rate (3.8 x 10

Frequency measure-

Hence k

sec-1).

is

21
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by a factor of 1.5 ¢+ 0.2, and k, . increases by a factor of 1.3 £ 0.2

10
fcr this temperature range.

The decay rate of v=1 at 9 K is strongly concentration dependent,
as seen in Fig. 3. The data points presented in Fig. 3 are obtained
only from samples deposited at 9 K. Data obtained from samples
deposited at higher temperatures produces vertical scatter in a plot
like Fig. 3, since more dimer is produced in the sample. The v=1 decay
rate reaches its concentration independent limit at about M/A = 2000,
and only those values corresponding to isolated HCl are included in
Table I. The decay rate of v=2 is concentration independent over the
entire range M/A = 500-10,000, and v=2 decay rates for all matrices
within that range correspond to isolated BCl v=2. Four marked samples
in Table I are not included 1in average values for k21 rates. These
samples were the earliest experimental work and the high k21 values are
due to amalysis procedure and a less than optimal choire of filters
for resolving v=2 + 1 fluorescence. They are included in Table 1 for
completeness, but are likely too high. Since the lowest values for
relaxation rates are generally best due tu impurity effects, these
values are discarded. For M/A < 700, the v=1 decay rate is actually
faster than the v=2 decay rate. Equation (IV-2) is still valid in such
circumstances, but the rise of v=1 fluorescence corresponds to the v=1
decay rate, and the peak intensity of the v=1 signal is reduced by the
ratio of rate constants in Eq. (IV-2). The rapid decay of v=1 in con-
centrated samples 1s verified by direct measurenent of the v=l decay

rate following v=1 excitation: in a sample of M/A = 500, klO = 5.5

X 1()3 sec_1 at 9 K.
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Figure V-3,

Concentration dependence of relaxation rates. Samples
shown were deposited under similar conditions: 9 K and

20-30 m-mole/hour.

Data is taken from Tables V-1 and V-2.
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In a very concentrated sample, M/A = 123, the decay of v=2 fluor-
escence becomes more rapid and non-exponential, Data for v=2 emission
analyzed as a doubly decaying exponential is given in Table VI. The
temperature dependence of the decay is much greater for this sample
than for the isolated molecule relaxation cases of Table I; rates
increase 3.5 and 7 times for k2 and kl between 9 and 21 K. No v=1
emission is observed in this sample, since, presumably, its deactivation
i1s rapid (>2 us).

At temperaturese higher than 9 K the v=1 decay rate increases with
concentration analogously to the 9 K behavior; the isolated molecule
case always corresponds to M/A greater than 2000. Decay rates of v=1
at 9 K, 20 K, and the ratio of decay rates at the two temperatures is
given as a function of wmonomer and dimer concentratlons in Table II.
Decay rates at intermediate temperatures are given in Table III. The
concentrations are measured from the integrated intensities of the
appropriate lines in the IR absorption spectra, and the indicated errors
reflect the signal-to-noise ratio of the measured peak in the recorded
spectrum, The dimer concentrations were calculated assuming that the
square of the transition moment per HCl wolecule in the dimer is 2.4
times that of the monomer, and is thus subject to an additional system-
atic error. The temperature effect is weak and similar for all samples.

Both v=2 and v=1 decay rates increase subsequent to annealing.

For dilute sampler. k,, increases by 20-30% (M/A = 1000, 5000). The

21
increase in klO is often a factor of two or more. In concentrated
gamplee, decays sometimes become non-exponential after annealing. Some

values of klO subsequent to annealing are included in Table II--the

decay of v=1 is exponential for these samples.
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Table V-VI. Relaxation of HC1l/Ar M/A = 123 t 2, v=2 + ] decay

T = 9.1 K 17 K 21 K
K, (10° 571 16+ 2 100 110 + 20
1:2(103 sh 5.77 + .15 19 21.4 £ .6
A1/A28 89 ¢ .11 1.3 1.4 £ .2

8 Ratio of amplitudes: fast decay/slow decay.



Fluorescence spectra using the CVF as the dispersing element are
shown in Fig. 4 for excitation of an HCl/Ar sample of M/A = 1000 to v=2
at 9 and 20 K for R(0) or P(l) excitation. The spectrum is insensitive
to excitation lfne or temperature. The 33 cm_1 resolution of the CVF
(FWHM) was insufficient to resolve different rotational lines of the
same vibrational transition. The ordinate in this figure is obtained
by integrating the fluorescence decay curve and correcting for radiative
lifetime, measured decay time, and optical thickness effects, as
described in Section II.D.9. The result of this correction gives the
relative number of vibrational quanta passing through a vibrational
level during the relaxation process. That the peak heights for
v=2 + 1 and v=1 + 0 transitions are nearly equal, to within experi-
mental error, indicates that v=2 decays by loss of a vibrational quantum
to become v=1. If v=2 decayed by a V+V process in which two molecules
in v=1 were produced, the v=1 > 0 peak would be twice as large as the
v=2 + 1 peak. Also shown in Fig. 4 i1s a fluorescence spectrum uncor-
rected for optical density effects.

No emission from any vibrational levels with v>2 is observed. The
low frequency tail in the 9 K emission spectrum in Fig. 4 is due to the
poor resolution of the CVF rather than to v=3 emission, since this
emission does not peak near 2646 cm_l, whigh is the calculated frequency
for the P(1l) 1line of the v=3 »+ 2 transition. Emission from v=3 is less
than 1% of that from v=2 under focused or unfocused excitation.

No fluorescence was observed upon direct excitation of the overtone
of the dimer at 5484 cln_l at 9 or 20 K. 1In particular, for a sample of
M/A = 670, no fluorescence was observed from the dimer at 9 K after

averaging for 1000 shots. Upon excitation of P(1) at 9 K under otherwise



Figure V-4,

Fluorescence spectra of HC1l/Ar, M/A = 1000 % 20. The
histograms are arbitrarily normalized line emission
spectra calculated for a Boltzmann distribution of
rotational levels of the emitting vibrational level; P
and R lines are indicated for v=3 + 2, v=2 + 1, and v=1
+ 0 bands. No v=3 + 2 emission is observed since the low
frequency tails in the spectra do not peak near the cal-
culated emission. Lowest trace is data uncorrected for
optical density of v=1 + O transitioms.
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identical conditions, fluorescence averaged for 4000 shots produced a
240 vus decay (v=2 + 1) with S/N = 80. 1In this sample the fundamental
dimer and P(l) absorption intensities were equal at 9 K. In a search
for dimer fluorescence, the OPO was moved in 0.7 cm-l increments for

15 cm_1 in both directions from 5484 cm—l, and after signal averaging
at each setting no fluorescence was observed. In these experiments,
the amplifier high frequency cutoff was 3 MHz. 1If the ratio of over-
tone to fundamental absorption is the same for dimer as for monomer,
equal absorption intensities of dimer and P(l) means that the number

of molecules excited by the laser pulse is the same for both excitation
frequencies. Since the dimer absorption coefficient per molecule is
greater than that of the monomer, the Einstein A coefficient for the
dimer should be greater than that of the monomer. We can conservatively
estimate, however, that in the above experiment, P0 as defined by Eq.
(II-14) is equal for dimer and P(l) excitation. Then, using Fig. 1I-5,
a dimer decay constant of 6 x 107 sec_1 should have produced a signal
with S/N=1 after averaging 1000 shots. A decay constant of 3 x 106
sec-1 should have had S/N of 16 after 1000 shots, and would have been
plainly visible. That the ratio of overtone to fundamental absorption
for the dimer equals that of the monomer is unknown. However, it seems
likely that a dimer decay constant of <3 x 106 sec—1 should have been
easily observed.

Presuming that the dimer overtone absorption frequency was mis-
assigned, and looking for emission from overtone excitation of other
molecular complexes, such as HCl-N2 or HCl-HZO, fluorescence excitation
spectra of various samples were scanned from 5720 to 5350 cm—l, at both

9 and 20 K. As discussed in Chapter III, signals are observed only for



isolated monomeric HCl. Even in a sample with M/A = 120, in which about
10% of the HCl existed in dimeric form, no dimer emission was observed.
Equation (II-31) may be used to estimate a limit on the dimer relaxation
time implied by the lack of a dimer signal. For the sample of M/A =

670 discussed above, the S/N for the P(l) peak was 35, and 1 was 240 us;
thus 1<7 ps for dimer relaxation. The value of 7 us is consistent with
the results of excitation spectra for other samples and is a conserva-
tive upper limit for the dimer relaxation time.

In order to see the influence of impurities on the decay rate of
igolated HC1l, a sample doped with alr was prepared (HCl/air/Ar =
1/0.2/930). Excitation of only R(0) and P(l) lines produced observable
fluorescence. The excitation spectrum of this sample is identical to
those of HC1/Ar shown in Chapter III. In particular, no peak corre-

sponding to the HC1-N, complex was observed. The presence of massive

2
impurities does not affect the v=2 decay rate at all (see Table I) and
the shortening of the v=1 decay rate may be understood in terms of

energy transfer to dimer (see Table II). The amount of air present in

this particular sample is equivalent to the leak rate of the apparatus

integrated for 2 x 106 hours.
2. DCl/Ar

The DC1/Ar system has been studied in much lesé detail than the
HC1/Ar system. Some experiments have been performed exciting DCl to
v=2 on several vibration-rotation transitions and monitoring the
temporally and spectrally resolved emission. The DCl experiments are
more difficult than the HCl experiments because both the absorption

cross section and the emission intensity are smaller in DCl than in HCI,
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and the fluorescence signal is proportional to the product of the two.
Studies of dilute DCl/Ar samples necessitated rather thick samples, and
the fluorescence from v=1 was weakened severely by the optical density
of v=1, Time resolved fluorescence from v=2 and v=1 subsequent to
excitation of v=2 at 9 K are shown in Fig. 5. The decay curve for

v=l + 0 emission 1is the result of averaging 10,000 shots and shows a
S/N of perhaps twelve.

The fluorescence from v=2 1s a single exponential over at least
one and a half decades. Values for k21 are presented in Table VII. In
principle, the behavior of v=1! should be describable by Eq. (IV-2).

In practice, analysis of fluorescence traces from v=1l, such as that
shown in Fig. 5, fit the form of Eq. (IV-2), but neither the apparent
rise nor the apparent decay rate match the decay rate of v=2, which is
at first thought disturbing. The situation for the v=1 + 0 decay is
actually that described by problem (B) of Section IV.C.2, however. The
true v=i decay rate is very close to the v=2 decay rate and since the
data has only one useable decade due to S/N, the fast rate will be over-
estimated and the slow rate will be underestimated. In particular, the
relaxation time for v=2 iIn Fig. 5 is 9.1 % 0.2 ms; the rise and decay
times for v=1 emission when analyzed according to Eq. (IV-2) are 3.5

and 17.5 (#0.5) ms. The k,. values in Table VII are evaluated using

10

and Eq. (IV-34), which requires measurement of thax’ This

measured k
ax

21
method produces a fairly large uncertainty. In the limit that klo =
k21,:Eq. (IV-34) predicts that v=1 fluorescence will peak at a time
equal to 1/k21' From Fig. 5 the peak v=1 + 0 emlssion is indeed near

9 me. Broadband decay traces are dominated by the v=2 -+ 1 signal, since

the I+0 fluorescence 1s optically attenuated. The broadband decays
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Figure V-5.

Spectrally resolved fluorescence from DCLl/Ar, M/A = 4800

+ 100, 9 K. Excitation is at 4117 ca~l, R(0)35 v=0 + 2
transition, with 16 pJ/pulse energy. The v=2 + 1 decay
trace is the average of 2048 shots; that of v=1 + 0 is the
average of 10,200 shots, The CVF was the spectrally
dispersing element for both traces.
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Table V-VII. DCl Relaxation Rates (sec—l)a
T (K £ 0.4)
M/a 9,1 12 15 18 20
y=2 > 1
3270 £ 60 110 + 10 130 170
480C + 100 120 * 10 150 180 190 200 + 10
Avg 120 £ 15 140 + 15 180 * 10
v=l + 0
3270 + 60 110 £ 30 140 = 40 190 t 80
4800 * 100 110 = 40 1Sy * 100 200 + 100 185 200 £ 70

a Uncertainty is 15%

for values

with no quoted uncertainty.
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appear as single exponentials with decay times longer than l/k21 due
to the presence of some v=1 + 0 fluorescence; broadband fluorescence
decays in 12-13 ms at 9 K. A better way to measure klO would be to
excite DC1 to v=1 directly with a fregquency doubled CO2 laser,

The DCl relaxation rates are insensitive to which vibration-
rotation transition is excited (P(1), R(0), R(1)-~both crystal field
transitions), to exact position on the line profile excited, and to
degree of focusing the evcitation. As with HCl/Ar, relaxation rates
increase with temperature., The relaxation rate of v=2 increases by a
factor of 1.7 between 9 and 20 K. A crude scan of emission frequency
was made using the CVF--all fluorescence was in the range between 1965
and 2100 cm_l. In particular, emission from v=3 at 1965 cm-1 was not
observed afi:. aver.ging 1000 shots.

An early experiment was performed for a sample of HL/ic, M/A =
1000. Fluorescence from v=2 decayed as a double exponential. The fast
dacay rate was dependent on the spectrally dispersing filter used and
varied from (2.8-3.8) x 103 sec_1 at 9 K to (2.7-4.C" x 103 s-:‘c-lc_1 at
19 K. The slow decay rate was independent of filter and varied from
400 * 30 to 640 * 90 sec_1 at 9 to 19 K, respectively. The relative
amplitude of fast decay to slow decay was 0.5-0.8, depending upon filter,
Fluorescence from v=1 was weak (S/N < 10 after 8000 shots), rising in
less than 100 ps and decaying with approximately the same rate as v=2 =+ 1
emission. In this sample, the DCl was only about 75-80% isotopically
pure, so HCl was present at M/A of 4000-5000. Upon excitation of DC1,

no HC1 emission was observed. Some experiments were performed exciting

HCl (see Table I)~-no DC1 emission was observed.
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There are several problems with this sample. Appropriate filters
for resolving DCI1 v=2 +» | and v=1 » 0 cmlszion were unavailable when the
experiment was performed; the filters veed were only partly resolving
and analysis was complicated by this. Also, the DU used was Merck,
Sharpe, and Dohme of Canada, Ltd, of unknown vintage; the gas wae dis-
tilled before use, but unknown contaminants could have survived the
distillation. The kinetic results presented in Table VII should be
considered more valid than those far M/A = 1000 until additicnal experi-
ments for DCl1/Ar at M/A = 1000 can be performed.

Fluorescence excitation spectra of DCI/Ar, as with HUL/Ar, re-
produce only monomeric absorption features, as discussed in detall in
Chapter I1I11. 1In particular, no dimer emisslon was observed even when
excitation spect~a were scanned to 3970 cm_]< Considurations such as
those presented for HC1l/Ar dimer yield an upper limit for DCl dimer
relaxation of 160 us. Studies of excitation spectra upon annealing

were performed for a sample of M/A = 4800 * 100. Upon annealing, the

R(O)35 and R(O)37 peaks narrowed and resolved into reproducible doublets.

The k21 rate for DCl 1s about 35 times =lower than the k21 rate for
HCl. From Section III.E.l the radiative decay rate for DCl (v=2) in Ar
is calculated to be 36 sec’l, so as much as 30% of the decay of v=2 may
be radiative. The radiative decay rate of v=1 of DCl/Ar was calculated
as 20 sec_l, s0 a smaller fraction of the v=1 decay appears to be
radiative,

.The determination of k21 for DC1/Av is straightforward, since
spectrally resolved decays yleld single exponentials, and hence the k21

values are considered accurate for V»R, P decay. The importance of the

DCl resBIt is the enormous decrease in decay rate relative to HCl. It
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is unlikely that the v=1 decay rate 1s as rapid as that of v=2, and it
is possible that {t 1is affected by V+V transfer to some impurity
present in the sample, as will be discussed in Section B. The klO
results are presented in Table VII for completeness. They represent

upper limits for the true v=1 decay rate.

3. HC1/N. and HC1/0
L 2

No fluorescence was observed when HCl was suspended in N2 or O2 at
MfA = 1000, Direct signal averaging experiments were performed at the
calculated v=0 + v=2 absorption frequencies of 5604 and 5621 cm_l,

! to both

respectively, as well as within a frequency range of 10 cm~
sldes uf these frequencies in 0.7 c:l:f_1 increments. Assuming the over-
tone absorption coefficient of these samples is the same as that for
HC1/Ar, Po of Eq. (iI-l&) should be the same as that for HCl/Ar for
equal OPO pulse energles. In the signal averaging experiments, 1000
shots of 10 puJ/pulse energy were averaged--such conditions for HCl/Ar
produced traces with S/N > 30. From Fig. 1I-5, no observable signal
means that (VS/VN)/xo < 1/30, nr that k/LuH > 20. Thus, a lower estimate
for decay rates of HCl in N2 and 02 is, by this method, 6 x 107 sec-l.
Fluorescence excitation spectra scanned over the ranges 5645-5511
cm_1 in N2 and 5666-5543 cm_1 in O2 yielded no observable peaks.
Quantitative data for excitation spectra of different samples can be
transferred using Eq. (II-31). For eight excitation spectra for samples
of HC1/Ar with M/A = 123 to M/A = 5100, x has a value of 1.8 * 0.3 (one
standard deviation of the set of values) when S/N 1s measured for the

R(O)35 peak, laser power is im pJ/pulse, integrated absorbance of the

fundamental is used, and T is measured from decay experiments. For the



conditions of the excitation spectra of HCl/Ar (20 pulses/sec, 10 ul/
pulse), with measured absorptions for the fundamental tegion, limits
for relaxation times of HC]/N2 and HC]/O2 at 9 K may bc¢ estimated. For

HCl/Nz, 1 < 8 pus; for HCI/OZ, 1 < 17 ps.
B. Discussion

The important features of the vibrational relaxation of matrix-
isolated HC1l and DCl are as follows: In Ar, relaxation is non-
radiative (aided slightly by radiation for DC1). For HCl/Ar kZl is
inuepeudent of concentration and klO is independent v1 concentration
for M/A > 2000. These correspond to isglated molecule V - R,P rates.
The relaxation of HC1l v=2 is 35 times faster than that of DCl v=2, and
relaxation rates increase slightly (less than a factor of 2) over the
temperature range 9-20 K. HC1/Ar v=1 relaxation increases as M/A
decreases, and at M/A = 123 is too fast to be observable. Molecular
complexes, such as dimer, relax very rapidly as does HCl trapped in
molecular solids.

The mechanism for relaxation of isolated HC1 and DC1l in Ar will be
discussed in Section 1; that HC1l relaxes more rapidly than DC1 is
indicative of rotation as the primary energy accepting mode. The
temperature effects of 1solated molecule relaxation are considered in
Section 2. The increase of v=1 relaxation as M/A decreases is con-
sidered in terms of diffusion-aided V-V transfer to the dimer in
Section 3., In Section 4, the rapid dimer relaxation is considered and
in Section 5 the rapid relaxation of HCl in N, and 02 matrices is

discussed.
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1. Mechanism of Isolated Mc.ecule Relaxation

The vibrational energy of the guest molecule is ultimately dis-
sipated into the degree of freedom which has the lowest energy and the
highest density of states--the lattice phonons. Several theoretical
treatments of relaxation due to direct coupling between molecular
vibration and lattice phonons have been presenced.l—8 Relaxation of a
molecular vibration directly into acoustic phonons requires excitation
of 30-40 phonons. The prediction of these multiphonon theorles is that
relaxation rates should show a large temperature effect, due to the
many phonons created, and an energy gap law--molecules with a high
vibrational frequency relax slower than molecules with a low frequency.
The theories canmot simultaneously explain the small experimentally
observed temperature effects and the apparent violation of the energy
gap law for hydride-deuteride systems, and so fail. The multiphonon
V+P theories will be discussed more fully in Chapter VI.

The notion of an energy gap law arises from an attempt to corre-
late the main relaxation channel with the number of quanta produced in
the energy accepting mode (the order of the process;. Everything else
being approximately equal, the lower the order of a process, the faster
it ought to be. Small molecules, especially hydrides, have small moments
of inertia and large B cons.ants, and can accommodate large energies in
relatively low J states., In particular, if relaxation were totally a
V+R process, the rotational state produced would be Jf = (v/th)%.
wher; v and B are the vibrational frequency and rotational constant nf
the puest. J_. is the order of the V+ere1axation process and 1s smaller

f

for hydrides than for deuterides., Hence, hydrides should relax more



rapidly than deuterides. The importance of rotation as an accepting
mode was ariginally noted by Brus and Bondybeyg‘lo with an argument
gimilar to the preceding one. Legay]l has successfully correlated the
existing experimental results for non-radfative relaxation of small

molecules in matrices to an exponentially decreasing dependence of

rate on Jf:
k ~ exp(-qu). (1)

For V+R relaxation in Ar of HCl v=2 + 1, v=1 + 0, and DCl v=2 » |,

Jf = 15, 16, and 19 where gas phase B values12 of 10.5 and 5.45 cm_l

for HCl and DC1 and matrix vibrational frequencies have been used. The
V+R process i1s of much lower order than the V-P process. Furthermore,
the increase in order for the three processes above parallels the
decrease in relaxation rate for these processes. The vibrational fre-

quency of CO in an Ar matrik, 2138 cm_l,13

but for CO, B = 1.9 cm—l,14 and Jf = 34, Hence, V+R relaxation should

is comparable to that of DCl,

be much slower for CO than for HC1l or DCl. 1In fact V»R relaxation of
CO/Ar is so slow that it relaxes radiatively with a 14 ms decay time.l
The physical picture for vibrational relaxation of small guest
molecules in solids involves a rate limiting V+R step, in which a high
rotational level of the guest is populated, followed by more rapid loss
of excess rotational quanta into the phonon modes of the lattice. The
entire relaxation process subsequent to excitation of v=2 of HCl/Ar is
shown schematically in Figure 6. High totational levels are shown as
free rotor levels shifted by -8 cm-1 due to RTC.16 The separation

between J=16 and J=15 for HCl is about 340 cm~l. Since it 1is unlikely

that there will be an exact resonance between initial and final



Figure V-6.

Overall schematic of relaxation of HC)(v=2)/Ar. The rate
limiting steps are V*R processes, k)| and kijg- The V=R
step produces a highly excited rotational level which can
rapidly relax by energy transf{er to phonons, n. The
phonons shown are 73 cm™' energy, corresponding to

HC1/AT local mode.
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vibration~rotation levels in the relaxing molecule, some participation
by lattice phonons (especially local mode phonons) in the V*R step is
necessary to conserve energy. Subsequent rotational relaxation in the
high J levels will be a multiphonon process, requiring at least five
pltionons of the Ar lattice in the case of HCl relaxation from J=15 to
J=14.

Rotational relaxation is likely to be very rapid. Mannheim and
Frledmann17 have calculated the widths of J=1 and J=2 of HCl in an Ar
lattice at 0 K due to one phonon energy transfer between molecular
rotation and lattice vibration, obtaining values of 0.4 and 10 cm-l.
These 1mply relaxation times of J=1 and J=2 of 10 and 0.5 psec.
Relaxation from rotational levels requiring more than one phonon
(J>3 in an Ar lattice) requires a higher order perturbation theory than
in Mannheim and Friedmann's work, but the very fast rates for the first
order processes suggest that the higher order processes will also be
rapid compared to observed vibrational relaxation.

That the R+P step is not rate limiting follows from the data. The
energy spacing between Jf = (v/cB)% and Jf - 1 is the energy that must
be disspiated to phonons, and is proportional to (vB)%. The order of
the R+P process is proportional to the energy to be dissipated since
phonon energies are independent of the guest (almost). Hence, a rate
limiting R-P step requires that deuterides relax more rapidly than
hydrides since both v and B are smaller for the deuteride. This con~
clusion is contrary to experimental observation.

Since R+P is rapid tor thermally accessible rotatioi il levels,
rotation will thermalize rapidly compared to vibrational relaxation,

and vibrational relaxation will be independent of rotational state


http://rotatioi.il

prepared in the laser excitation step, as experimentally observed. That
excitation on all positions of the line profile produces no observable
difference in vibrational relaxation is also rationalized by the R-+P
process, which homogeneously broadens the absorption line.

The postulate of rotation as the accepting mode successfully
explains the obscrvation that HCl relaxes more rapidly than DC1, but
there is no direct evidence that high rotational Jevels are in fact
populated subsequent to vibratjonal relaxation. This situation is
analogous to gas phase vibrational relaxation in which VK models are
successful in correlating a great deal of experimental data, but direct
evidence of population of a high rotational level 1s elusive.

It is interesting to note that the ratio of kZI/kIO for HCl/Ar is
approximately five. First order perturbation theories which treat
the vibrational degree of freedom as a harmonic osclllator predict that
this ratio should be two (kv = Vklo)' The inverse exponential

,v-1

dependence of k on Jf would serve to increase k21 relative to klO’

since J_ is smaller for v=2 - 1 than for v=l -~ 0 relaxation, due to the

£
vibrational anharmonicity. Accounting for this with a value of o = 1.2,
which fits the ratio of HC1/DCl rates,19 the ratio of v=2 + 1 to v=1 + 0
relaxation is still 3.3. The enhancement of k21 relative to kIO may be
due to the fact that the V+R process is more resonant for Z+1 than for
140 relaxation. However, the data for relaxation of other rotating
diatomics in rare gas solids gives ratios for kZl/kIO of 4 and 3.5 for

? and 5 for NH (A3ﬂ) in Ar.lo Furthermore, gas

OH and 0D (A%t 1n Ne
phase vibrational relaxation studies of HCl indicate that kZl/kIO has
a value of 4 or 5.20 Apparently V+R processes do not obey a harmounic

oscillator scaling law.
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The k rates reported for DCl in Table VII have large uncertain-

10

ties, but the extremes of k!O are within 50% of the k21 rate. Other

observed k10 rates are less than half the kz1 rates. It is possible

that the k rate is in part due to diffusion aided V+V transfer to

10

some impurity present in sub-spectroscopic concentration. V+V transfer
to minute traces of impurities can affect observed relaxation times

21,22 Further studies

when the intrinsic relaxation time 1is very long.
of the DCl system are necessary to produce more confidence in the

measured klO rates.

2. Temperature Effects

The relaxation rates of HCl/Ar v=2 -+ 1 and v=1 + 0 1increase by
factors of 1.5 * 0.2 and 1.3 * 0.2 between 9 and 21 K. This temperature
effect is quite small, but it is real and it is the largest reported
temperature effect for V + R,P relaxation of a matrix~isolated species,
Vibrational relaxation rates of NH and ND (Aan) are independent of

temperature to within 10%Z for T < 25 K in Ar and T < 37 K in Kr,lo as

are those of NH and ND (XBE) in Ar for T < 30 K.23 It has recently
been observedza that the decay time of isolated CH3F in Kr increases by
a factor of about 1.2 between 10 and 60 K. Two possible causes of a
temperature dependence which will be discussed are host effects due te
phonon participation and guest effects due to J level dependent
relaxation rates.

It is likely that the rate-determining V+R step will involve scme
phonon participation to comnserve energy, as shown in Fig. 6, and stimu-

lated phonon processes will produce a temperature dependence to the rate.

For exothermic one phonon processes, the relaxation rate will be



! {s the thermal

proportional to 1 + n, where n = [exp(huw/kT) - 1]~
occupation number of a phonon mode of frequency w. FEndothermiec pro-
cesses which require phonon absorption are proporticnal to n. Temper-
ature dependences predicted by endothermic procenscs are too great to
fit the experimental observations., The temperature dependence tor
vibrational relaxation of HC1l/Ar is fit by exothermic processes in

Fig. 7. The temperature dependence of k21 and klO can be fit by phonons
of 12 £ 5 and 20 % 10 cm-l, respactively. More than one phonon may
conceivably be involved in the exothermic process. For any higher
energy phonons involved (up to 64 cm_l for Ar and 73 cm_I for the

HC1/Ar localized mode) the temperature dependence will bc negligible

in the range 10-20 K (7-14 cm_l thermal energy), so the temperature
dependence would be determined by the lowest frequency phonon created
during relaxation.

It is likely that detailed relaxation rates increase as the initial
rotational level of the guest increases. The intuition behind this
statement comes from studies of relaxation in the gas phase. Relaxation
rates ir the gas phase increase as the velocity of the collision part-
ners increase, and rotational motion effectively adds its tangential
velocity to the velocity of the collision pair.25 The linear transla-
tional motion in the solid may be considered to arise from the guest
oscillation in its localized mode. Since the ensemble relaxes from a
thermal distribution of rotational states, at higher temperatures ob-
served relaxation rates should be faster than at lower temperatures,
since contributions from excited rotatiomal levels become more heavily

weighted. The temperature dependent relaxation rate will be given by

_ ~E(I)/&T 3
k(T) = Te3) § gy © K )
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Figure V-7.

Phonon participation inm HC1l/Ar V-R processes. Data 1s for
temperature dependent isolated molecule V-+R rates from
Table V-1, Solid curves are normalized to 9 K relaxation
rate and are calculated for exothermic phonon processes,
which are proportional to ! + h. Phonon energies:

v=2 + 1; a=17 cm‘l, b=12 eml, ¢ = 17 em-1; v=1 + 0,

d =10 col, e = 20 cal, £ = 30 co-l.
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where Q(T) is the guest partitici ‘ion (including rotation and the

local phonon modes) and gJ, E(J), and kJ are the degeneracy, energy, and

relaxation rate of the rotation-translation level J.26 For HCl/Ar, the

partition function can be calculated from the energy level diagram of

Fig. I1I-11:

QTY = 1+ 367 HTIKT g mE3/KT g mTIRT (3

with energies expressed in cm—A. Equation (2) can be simplirfied to a

two parameter form if only J=0 and J=1 are consideved for HLCl/Ar:
km =,k ()

where nO(T) = 1/Q(T) is the Boltzmann factor for J=0. Equation (&)
should not be too unreasonable since from Eq. (3) 89% of the guest HC1
is in J=0 or J=1 at 21 n, and an even higher percentage is in J=0 and
J=1 at lower temperatures. The data for HC1/Ar is fit to Eq. (4) in

Fig. 8. The fit of the data is acceptable, but is not cowmpelling

evidence for the validity of Eq. (4). The values for ko and k1 are

reasonable for both v=2 + 1 and v=1 -+ 0 relaxation. For v=2 -+ 1:

kW = (2.9 + 0.8) x 10° and k! = (7.7 £ 0.3) x 10° sec”}; for v=1 » 0:

ko = (6.6 * 2.3) x 102 and kl = (1.4 = 0.1) x 103 sec_l. The influence
of higher J levels can be estimated if a form for kJ is adopted,

Assuming that kJ increases linearly with J, so that kJ = k0(1+aJ), the

0 = 3.0 x 10°, k! = 6.0 v 10° sec”!,

and 4 = 0.99; v=1 » 0: k° = 6.7 x 10°, k! = 1.1 x 10° sec”!, and a =

data for HC1l/Ar gives: v=2 -+ 1:

0.66. The values of ko for the second model are in excellent agreen:ant
with those obtained from Eq.(4), and the agreement wit. k1 is good. Due
to the low population of J 2 for T<2l K, values for ko and k1 are insen-~

gitive to the chofce of model.



Figure V-8.

J-level dependent relaxation of HCl/Ar. Data of Table V-1
is fit to Eq. (V-4)., n_(T) is the Boltzmann factor for
J=0. Results of fit: v=2 ~ 1, k0 = (2.9 = 0.8) x 103,

k! = (7.7 £ 0.3) x 103 secl; v=1 >0, k0 = (6.6 * 2.3)

x 102, k!l = (1.4 2 0.1) x 163 sec-l.
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It is certainly reasonable that the relaxation rate of HCl in its
first excited translational state, n=i, will be faster than in n=0. Tn
the temperature range 9-20 K, however, the thermal population of n=1
will be small (from Eq. (3) it will be 0.7% at 20 K}, so temperature
effects due to the excited translational state will be unobservable if
=0 ¢ 20,

The temperature dependence for HCl/Ar is probably due to a
combination of phonon and rotational effects; it is not possible to
experimentally distinguish between the two. That other systems studied
exhitit smaller temperature effects must mean that for these systems
the rate-determining step involves only high freguency phonons or no
phonons at all, and that the detailed rate constants do not vary much
from grbund to excited rotational state. The explanation for the
smaller (null?) temperature dependence of NH and ND relaxation rates
relative to HCl is found in the significantly lighter mass of .JH and
ND, which shnuld make the local mode frequency of NH and ND higher than
that of HCl.27 If phonons created in the relaxation process are pre-
dominantly in the local mode, they will not produce an observable
temperature dependence. Since the local mode frequency of NH is
higher than that of HCl its "velocity" during a collision will be higher
than that of HC1l, and hence the additional velocity due to rotation
will be proportionally smaller and less influential than for HC1.
Furthermore, for NH10 (but not ND) the first excited rotational level
lies higher in energy than J=1 of HC1l, and so at any temperature NH
will have a smaller population in J=1 than will HCl1. All of these rea-
sons would make the temperature dependence of NH smaller than that of

HC1l, as is observed. The comparison 1llustrates the importance of the



local mode in determining the temperature dependence of vibrational

relaxation rates.

3. Energy Diffusion Related Processes

The increase of klO for HC1/Ar for M/A < 2000 indicates the
appearance of a new deactivation channel. Two effects of concentrated
samples may contribute to the new relaxation channel: 1) decreased
HC1-HC1 distances can allow v=1 excitation to more readily diffuse
about the sample, as discussed in Chapter IV, thereby increasing the
range of V2V transfer to some energy accepting species present in the
sample at low concentration. 2) New species which may be energy
acceptors, such as the HCl dimer, exist in increasing quantities in
concentrated samples. No evidence for non-exponential decay of HC1l v=Il
is observed, so energy diffusion within the HCl system averages the
environments of different HCl molecules and the kinetics of the V-V
transfer from v=1 can be described by a rate expression given by Eqs.
(IV~16) or (IV-17). The population of v=1 behaves according to Eq.
(Iv-27) with b=0.

The calculations for the diffusion constant, Eq. (IV~13), and the
number of hops, Eq. (IV-1l4) involves sums over alil lattice sites
starting with the nearest neighbors. If an HCl molecule had another
HC1l as its nearest neighbor, it would be p;rt of a dimer and could not
participate in diffusion of monomer vibrational energy. In fact, HC1
molecules in close sites could exert strong forces on each other, and
wvhat 18 observed as isolated molecules may be separated by a minimum
number of lattice shells, or, a minimum distance, Ro' Thus, the sum

from which Eq. (IV-13) is derived,ll and the sum in Eq. (IV-14) should
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be started at a lattice shell for sites separated by at least Ro' The
sum may be replaced by an integral with only a swall error which
diminishes rapidly as Ro increases. Following Legay,ll the diffusion

coefficient is, for dipole~dipole coupling:

n

z l
i L
where Li is the distance from site O to the ith lattice site. Replacing

the sum by an integral

_®%p* | anr®ar _ 2""Cpp*p )
6 & 3R
R o
o

where p is the number density of lattice sites (number/cm3). The

number of hops of the excitation in time t, N, is given by

2
1 47R7dR
N = xCppt E e p“pp* N
i RO
Ct
D
=2 5——3—”— (6)
R
[+]

Requiring Ro to be greater than the r .arest neighbor distance
implies a non-statistical distribution of HCl monomers. The following
model 1s reasonable. All HCl molecules in the matrix closer to another
HC1 than Ro are able to aggregate (most likely to dimers), perhaps
durigg deposition, and hence are removed from the monomer system,
Monomers more distant than Ro are sufficiently translatiorally re-
strained during deposition (or annealing) so that they do not aggregate.

Thus, for mutual separations greater than Ro the monomer distribution
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is random. Given an HCl molecule at the origin, the random probability
of another being within Ro of the first is %-ﬂRo3prc1, where xHCl is the
HCl1 mole fraction. This expression 1s valid when the probability is

much less than one; a more general (xpression for pair probabilities

is given by Allamandola, et 31.22 Molecules closer than R° become
dimers, so the probability of two molecules being within a distance R0

i1s equal to the relative concentrations of HCl molecules in dimer to HCl

monomers; hence

x

;;fifiiz = % RoaprCI 7
where *uc1 is the mole fraction for HCl of all forms--it is the
reciprocal M/A value. From the measured monomer and dimer comcentra-
tions of Table II, values of Ro are calculated. R° is in the range of
5-7 5, for the unannealed samples, which corresponds to a distance of
about two nearest neighbor separations. Physically, this seems very
reasonable: HCl molecules deposited within a lattice spacing aggregate,
those further away are translatjonally restrained from aggregating.
Upon aunnealing, Ro increases--the two values shown in Table II are 16
and 24 A. This is also physically reasonable, since limited translation
occurs during annealing. It is likely that the range of Ro values sub-
sequent to annealing will be large, since the degree of aggregation
depends greatly on the conditions of the diffusion process which vary
somewhat from sample to sample; only two annealed samples are listed
in Table IX, however.

Calculation of the diffusion constant or number of hops requires

calculation of the dipole-dipole coupling constant, Eq. (IV-10), for HC1l
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monomer as both donor and acceptor., Energy diffusion 1s a resonant
process, and can occur on all transitions between thermally occupied
levels. The overlap integral in Eq. (IV-10) should therefore be a sum
of overlap integrals for each coupled transition, weighted by the
Boltzmann factors for the initial level of both donor and acceptor
molecules. Assuming that the lineshapes are Lorentzian the overlap
integral for each transition is given by Eq. (IV-12), and the overall

overlap integral of Eq. (IV~10) may be written as:

£ (Vf, (v)
D A _ 1 1 . "
% ¢ § by, PUa") PO )
v [4 va b a,b

are the frequency, (cm-l) and linewidth (FWHM) of

wlere v and Av
a a

»b b
the transftion t connecting the rotational level Ja' of v=1 with Jb" of
v=0. p(Ja') and p(Jb") are Boltzmann factors for the rotational levels.
The relevant transitions for HC1/Ar are R(0), P(1), R(1), and P(2).

" Diffusion constants for HC1l (v=1) and (v=2) at 9 and 20 K are calcu-
lated from Eqs. (IV-10), (5} and (8), using Boltzmann factors from Eq.
(3) and an average Ro value of 6 K, and are given in Table VIII for
several different M/A ratios. The number of hops made during the V=R
lifetime of the excitation, N, calculated by Eq. (6) with RD =6 3, and
t equal to 1.3 and 1.0 ms for v=1 and 0.28 and 0.18 ms for v=2 at 9 and
20 K, 1s included in Table VIII.

Most of the resonant transfer occurs via P(l) and R(0) transitions,
since the broadening of the level J=2 and its small thermal population
make the terms in Eq. (8) correspondiang to R(1) and P(2) very small:
at 9 K less than 0.1% and at 20 K less than 6% of the resonant energy

transfer involves J=2. For transfer on the R(0) and P(l) transitions,



Table V-VIII.

Diffusion Constant and Hops for v=1 and v=2 of HC1/Ar?

v=0 > v=1

v=0 > y=2

M/A DEIK) N(9K)® D(20K) N(20K) € D(9K) N(9K)? D(20K) N(20K)®
(cn’/sec) (cn/see) {em?/sec) (cu?/sec)
100 1.2¢-7) 2.6(4) 8.1(-8) 4.5(4) 1.4(-11) 2.2 9.7¢(~12) 1.0
500 2.4(-8) 1.7(4) 1.6(-8) 9.0(3) 2.9(-12) .44 1.9¢-12) .20
1000 1.2(-8) 8.6(3) 8.1(-9) 4.5(3) 1.4(-12) .22 9.7(-13) .10
2500 4.7(=9) 3.4(3) 3.2(-9) 1.8(3) 5.7(~13) 8.9(-2) 3.9(~13) 4.0(-2)
5000 2.4(=9) 1.7(3) 1.6¢-9) 9.0(2) 2.9(-13) 4.4(=2) 1.9(~13) 2.0(~2)
10,000 1.2(-9) 8.6(2) 8.1(-10) 4.5(2) 1.4(-13) 2.2(-2) 9.7(~14) 1.0(~2)
3 powers of ten given in parenthesis: 2.4(-8) = 2.4 x 1070,
® ¢~ 1.3 ms.
€t =1.0 ms.
4 ¢ = 0.28 ws.
€t =0.18 ms.

(¥4



the overlap is reduced by broadening of the transition as temperature
increases. This is offset by an increase in the product of Boltzmann
factors, the net result being a slight decrease in D and N as
temperature increases. N is alsc shortened since the V+R time which
limits the number of hops decreases as the temperature increases.

That relaxation of v=2 should be concentration independent is
immediately obvious upon examination of Table VIII, since for
M/A > 500, v=2 excitation on the average makes less than one hop
during its V+R lifetime, The immobility of v=2 excitation is due to
the fact that the overtone transition moment is quite small and hence
CDD is small (see Eq. (IV-10)). Because v=2 excitation is essentially
confined to the molecule initially excited by the laser pulse, only
acceptor specles present in massive concentrations or with enormous
CDA values could compete with V+R relaxation; no such acceptors are
present. At M/A = 100 the average HCl-HCl distance has shortened
enough to enable some movement of v=2 excitation; this motion of v=2
along with the presence of large amounts of polymeric species in a
concentrated sample may rationalize the observation that decay of v=2
is not a simple exponential at M/A = 123. It is unlikely that the decay
of v=2 at M/A = 123 is due to V-V transfer to HCl v=0, establishing
equilibrium between v=2 and v=1l. If equilibrium were established, it
would, due to anharmonicity of the vibration, be weighted toward v=2.
In this case, the amplitude for the initial fast decay would be small.
If, neglecting the previous conclusion, the initial fast decay of the
v=2 fluorescence were due to establishment of equilibrium between v=2

and v=1, fluorescence from v=1 should have been of comparable intensity

to that of v=2 (neglecting small optical density effects) since the
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amplitudes of fast and slow decay of v=2 are nearly equal. Thus, non~
resonant V+V transfer within the HCl monomer system is not reasonable in
this sample. That the v=2 decay is independent of concentration for
M/A > 500 argues against any such V-V processes in more dilute samples.
It 1s apparent from Table VIII that v=1 excitation moves substan-
tially during its lifetime; even in the most dilute sample of M/A =
10,000 v=1 excitation makes several hundred hops. At M/A = 1000 v=1
excitation makes 9000 hops. How much motion of the v=1 excitation is
enough to be considered fast diffusion? As a result of making N hops,
the excitation samples the enviromment around N sites. If the local
environment of at least one of these sites has an acceptor speciles
nearby, the excitation is able to sample the strongest donor-acceptor
interaction at least once during its V+R lifetime; this should corre~
spond to the case of fast diffusion since the strongest and weaker
donor-acceptor interactions are experienced by the same quantum. How
close to the monomer upon which the excitation resides corresponds to
"nearby?" If the acceptor were in the nearest neighbor shell, the HKCl
molecule would not be isolafed and hence would not be a member of the
set of isolated molecules through which the excitation diffuses;
indeed, it may act as an energy sink. We may take the sphere of
neighbors beyond the first nearest neighbors as 'mearby." For fce
lattices, there are 42 sites between one aﬁd two nearest neighbor
distances.28 The number of nearby sites experienced by a v=1 gquantum

during its V-R lifetime is 42N, so the condition for fast diffusion is

l¢2N><A > 1. ' (9)



Fquation (9) may be overly stringent, since nearby could mean the range
extending to one shell beyond the Ro calculated in Table II. 1If Eq. (9)
is satisfied, however, almost certainly the fast diffusion limit is
applicable. For M/A = 1000 at 9 K, the data of Table VIIT suggests

6

that for x, > 3 x 10~ V»V transfer is in the fast diffusion regime.

A
Various candidates which can accept HC1 (v=1) excitation are shown

in Fig. 9. It has been observed that non-resonant V+V transfer proba-

bilities decrease as the energy gap between donor and acceptor increases.

The infrared active vibrational level of the HCl dimer, 2818 cmhl, is

more nearly resonant with HCl v=] than is any other HCl polymer species

or impurity likely to be found in Ar or HCl gas, or matrix, with the

exception of the HCl—N2 complex. Illowever, the HCl-N2 complex could be

reduced to subspectroscopicconcentration and was for most samples. The

dimer 1s always present in concentrated samples, however, and in samples
with dimer but no visible HCl-N2 absorption, the klO rate is faster than
" the isolated molecule valne of 8. x 102 sec-l. It is possible that
HCl—N2 also acts as an energy acceptor, however, and its uncontrolled
and often unknown (subspectroscopic) concentration could be respounsible
for some scatter in the V+V data. The most likely and prominent acceptor
for v=1 excitation 1s the HCl dimer. Indeed, transfer of excitation by
a coupled P(l) transition of the monomer with a Av=l transition of the
dimer is exothermic by 36 cm_l, which corresponds to a peak in the
phonon spectrum of Ar,30 resulting in a large density of final states
for this process. Diffusjon aided V4V transfer to the dimer is shown
gchematically in Fig. 10.

5

From Table II, at M/A ~ 1000, x > 1 x 107°. The condition of
dimer

Eq. (9) is satisfied by a factor of five. This 1s in the direction of
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Figure V-9. Possible energy acceptors for HCl/Ar. No rotational
structure of the monomer transitions are shown. HCl—N2
and HC1l dimer are the species resonant with HCl v=1
within the range of lattice phonons. The HCl trimer is
lower in energy than the P(1l) transition of HC1l v=1
(2854 co~1) by 67 em™!, which lies between the Debye
frequency for Ar, 64 cm™!, and the loc:zl mode frequency,
73 em-1,
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Figure V-10.

Schematic of diffusion-aided V-V transfer from HC1 v=1 to
dimer. Diffusion within the HC1 system is shown to occur
on coupled R(0) or P(l) transitions. Transfer to dimer
coupled with a P(l) monomer transition is exothermic by
36 cm‘l, as illustrated.
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fast diffusion, but not overwhelmingly so. For M/A = 500, ayrer

5x 10-5, and using Table VIII, each quantum of v=1 should experience

36 close dimers—-this should certainly be the fast diffusion regime.
The relative distribution of monomers and dimers is unknown. We

have argued only that they cannot be first nearest neighbors. Equation

(IV-16) is applicable in the fast diffusion limit 1f the contribution
6 28

from nearest neighbors, which is a factor of 12.00/d° is removed
from the sum. Hence
2.45x%,C
i D = A°DA (10)
0 6
d
o

where d° = 3.76 & in Ar. Values fer CDA for monomer-dimer coupling are
calculated from Eq. (10) and presented for 9 and 20 K data in Table II.
Values are calculated only for these samples for which the uncertainty
in (k-koD) is less than 1007%.

The values of C in Table II vary by factors of 20. This reflects,

DA

partly, the combination of uncertainties in measuring monomer and dimer
concentrations, and the ract that the uncertainty in k is made more

prominent when koD is subtracted from it. The very low value of CDA for

the annealed sample of M/A = 920 may reflect the fact that the monomer
concentration has declined after annealing to the point where diffusion
may no longer be rapid and that dimers have become separated from
monomers by a longer distance after diffusion. For this sample, however,

42Nx ~ 25. The average for C

dimer is performed on logarithms of CDA’

DA
and the error is one standard deviation of the fit. The average value

38

for C from HC1l moncmer to dimer, 6 x 107 cm6/sec—l(range 1s 1.6 x

DA
-37 -38
to 2.5 x 10 ), should be compared to the HCl monomer C
35

10 value,

DD

for R(0) or P(1l) transitions, which is 4.6 x 10 cm6/sec at 9 K,
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calculated from the data in Appendix C. Coupling to dimer is 10_2 -
10—3 times weaker than monomer-monomer coupling. Since V-V transfer to
dimer occurs with creation of a phonon, the V-V process of Eq. (IV-10)
could be viewed as overlap of the HCl monomer transition with a phonon
sideband of the dimer transition. No phonon sideband to the dimer
transition is spectroscopically observed, and this is entirely consis-
tent with the CDA value which indicates that such a sideband would be
at least 300 times less intense than the dimer zero phomon line, since
the dimer inteprated absorption coefficient 1s larger than that of the
monomer,

The values of CD at 20 K are a bit higher than those at 9 K,

A
a.ihough the error limits of the 9 and 20 K values overlap. Four
factors could cause a temperature dependence to the monomer-dimer V-V
rate: a) the diffusion constant decreases with temperature, b) stimu-
lated phonon processes increase with temperature increasing the rate,
¢) linewidths of transitionc participating in the non-resonant V+V step
increase with temperature increasing effective spectral overlap of
donor and acceptor, and d) the Boltzmann distribution of participating
levels changes with temperature. In the temperature range between 9
and 20 X none of these factors could be expected to change the V-V rate
very much.

It is conceivable that diffusion aidsAV4V transfer to an unidenti-
fied trace contaminant in the system. For fast diffusion the relaxation
rate has a concentration dependent part that varies with ®, and for
intermediate diffusion it varies as xHC13/AxA’ since D « xHCl' If an
impurity is systematically present at small concentration in the Ar used

in these experiments, it will be present at fixed mole fractionm, Xes in
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all samples. For fast energy diffusion, the v=1 decay rate will be
independent of concentration, since X, =X 1s constant for all samples;

experiment negates this possibility. For intermediate diffusion, the

)3/4

v=1 decay rate will be proportional to (x , since

HC monomer
resonant energy transfer occurs only within the HCl monomer system.
Comparison of the samples of M/A = 527 and M/A = 2380 in Table II sug-
gests that this could not explain reality, since the ratio of diffusion
constants for these samples is 3.2, and this is the maximum value for
the ratio of relaxation rates, while the experimental ratio of relaxa-
tion rates is 10+3. A second possibility is that a systematlc 1mpurity
1s introduced with the HCl, in which case the impurity concentration,
x5 is proportional to Xue1® Again comparing the samples of M/A = 527
and M/A = 2380, the fast diffusion predicts a maximum ratio of rates of
(2380/527) = 4.5, which is too small to explain the data. For the
intermediate diffusion case, the predicted relaxation rate is propor-
tional to (KHCI monomer)S/a(xHCI) and vields a numerical value of 14
for the maximum value of the ratio of rates for the M/A = 527 and

M/A = 2380 samples, within experimental uncertainty of the measured
result, However, intermediate diffusion to an impurity introduced with
the HC1 could not explain the resurts of the two annealed samples

(M/A = 920 and M/A = 5100) listed in Table II, since in these cases the
HC1 monomer concentration decreases relative to the unannealed sample,

and presumably x_ would be unaffected by annealing, yet the relaxation

i
rate increases. Thus, analysis of the concentration dependent data of
Table II on the assumption that an impurity in fixed relative proportion
to either the HCl or the Ar is responsible for the increase of le with

concentration fails. Furthermore, it 1s difficult to con]ecture a
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contaminant of HCl or Ar that would match the vibrational energy of HCl
as well as the species of Fig. 9, so n energy gap considerations the
concentration dependence of k10 should not bhe due to a reagent
contaminant.

The results of this section depend a great deal on the models
chosen to represent the HCl monomer distribution and the monomer-dimer
distribution. The particular values for CDA depend on the decision
that only first nearest neighbor positions cannot be occupied by dimer.
If, in fact, the minimum monomer-dimer separation is taken to be equal
to the RO values of Table II, the 9 K average value of CDA becomes

~3720.4

10 . The range of CD values, however, is unchanged. CDA is only

A
a factor of two different from the value in Table II. In view of the
range of individual values of CDA’ the difference is negligible. If

the fast diffusion limit is valid, it is likely that the distribution

of dimers would not be so non-random that the true CD value 1is different

A
37+1 6
cm /sac.

from 10~
The selection of the fast diffusion limit depends on the value of
RO, since this affects N. As R0 increases, the number of hops decreases.
The calculation of Ro from dimer/monomer ratios seems reasonable and
the resulting Ro values seem physically reasonable. Nevertheless, the
condition of Eq. (9) is fulfilled by a small margin, and a larger Ro
might argue against a fast diffusion situation for the present samples.
The criterion imposed for Eq. (9) may be too stringent, however, so even
with a larger Ro’ the fast diffusion regime could be appropriate.
A problem concerning the distribution of HC1 monomers arose in

connection with the resonant dipole-dipole rotational emergy transfer

mechanism for line broadening in Chapter II1. The model presented was



over-simplified, but suggested that for HCl/Ar, M/A = 123, the minimum
separation between 1solated monomers consistent with observed linewidths
was Rb = 37 K. The very large value for Ro may in part be an artifact
of the over-simplified model. Since the linewidth depends on RO'B,

however, it 1s hard to see how a proper averaging procedure, as dis-

cussed in Section IIL.D.3, could alter Ro by a factoxr of 7. The value

of Ro for line broadening ought to be consistent with R0 values determined

from dimer/monomer concentration ratios and V+V transfer considerations,
since all refer to the same sample: Proper treatment of the rotatiomal
line-broadening mechanism, hopefully, will resolve the problem. For a
value of Ro = 37 E, Eq. (6) predicts that, for M/A = 123, v=1 excitation
makes only 300 hops.

It is worthwhile to comment on the DCl v=1 + O relaxation again.
The large value of klO relative to k21 makes it unlikely that klO is
due totally to V + R,P relaxation, so that a non-resonant V-+V process to
some acceptor must be occurring. That klO is of the same order of
magnitude as k21 indicates a weak V+V coupling to the acceptor, however,

due to either a small C a °F low aczeptor concentration. The identity

D.
of the acceptor is unknown. For the dilute samples listed in Table VII,
no dimer is observed. The measured value of k21 should certainly be
free of V+V effects, since DC1 v=2, like HCl v=2, is not mobile in
dilute samples.

In summary, it seems probable that the concentration dependence of
the HC1/Ar v=1 relaxation rate is due to non-resonant V-V transfer to the
HC1 dimer. Quantitative analysis of this process depends upon the micro-

scopic distribution of HCl monomers and dimers in the matrix, which must

be at least partially non-random. The most reasonable choices concerning
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the microscopic monomer and dimer distributions lead to the result that
. . -2 -3 .
monomer-dimer coupling is about 10 “-10 times weaker than monomer-

monomer coupling.

4. Dimer Relaxation

No fluorescence 1s observed upon excitation of the HCl dimer,
implying that the relaxation of the TR active dimer vibration is faster

than 0.3 us. Two explanations are possible. First, the 2818 cm—l

! bending mode of the

vibration of the dimer may decay into the 232 cm”
dimer.31 This process is lower order than the V-K relaxation of the
isolated monomer, and would be expected to be more rapid.

The second explanation involves the symmetric vibration of the
dimer., Rapid equilibration between asymmetric and symmetric vibrations
of the dimer would favor excitation in the symmetric mode if the
symmetric mode is lower in energy. Then, even if excltation persisted
for long times, it might not be detectable since the IR fluorescing mode
has only a small population. Simple calculations based on a cyclic
geometry32 or a head to tail geometry33 for the dimer both predict a
symmetric mode at 2795 cm—l, 23 <:m-'1 below the IR active asymmetric
mode. 1In these calculations the intermolecular force constant coupling
the two adjacent HCl molecules into a dimer is taken equal to the inter-
molecular force constant of solid Hcl.ak Equilibrium between two modes
separated by 23 c:m—'l requires 3% and 19% population in the higher mode
at 9 and 20 K. If fluorescence was not detectable at 9 K due to small
population in the IR active mode, it would have been visible at 20 K
unless deactivation is rapid or the modes were separated by more than

60 cm—l. The latter figure comes from analysis of the sample of M/A =
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670, discussed in Section A. A splitting of 60 cm—1 is too large to be
consistent with the HC1-HCl intermolecular force constant derived from

spectra of pure solid HCl.34

5. Relaxation in N, and O, Matrices

Spectroscopic observations indicate that at thermal energies below
20 K HC1 does not undergo rotation in the molecular matrices N2 and 02.
It is unlikely that the barrier to rotation is as large as 2800 cm_l,
however, so at energies corresponding to that of a vibrational quantum,
rotational motion should be less restricted. V-R relaxation into
rotational motion should occur on a time scale similar to that for
HC1/Ar. V-V transfer from HCl to the vibron band of the host lattice
is a possibility in N2 and 02 host lattices that is not present in an
&4r lattice, and it is possible that the lack of observable fluorescence
frem HC1 in the molecular lattices is due to such rapid V+V transfer.
" Transfer from HC1 to the vibron band of a—Nz at 2327 cm"1 35 is exo-~
thermic by about 500 cm_1 and would be a low order process if excess
energy is absorbed by local modes or lattice phonons. Hence, phonon
(local mode) assisted V-V transfer should be rapid. Once the excitation
has entered the host vibron band it cannot be observed in fluorescence,
although it may persist for times as long as one second.36 It is some-
what surprising that V+V transfer to the a-02 vibron mode at 1552 cm—1 37
is so fast that no HCl fluorescence 1s observed, since 1200 cm-l must
be disspilated into phonomns or local modes. However, u—oz has an acoustic

-1 37

phonon mode of 79 cm so the order of the V+V process with respect

to phonon or local mode participation is less than 15.

291



292

The suggestion that the rapid relaxation in N2 and 02 is due to
rapid V3V transfer from HCl to the host vibron band cannot be tested
for pure N2 and 02 lattices. To confirm the suggestion, however, a study
of ACl in a CO lattice would be useful. The crystal structure of CO is
nearly identical to that of N2 (see Table II-1) so that the behavior of
HC1l in CO should be similar to that in Nz. (Guest-host interactions
will be dipole-dipole instead of dipole-quadrupole, however.) V-V
transfer to the host would be visible as CO fluorescence. Also, a N2
matrix doped with CO as well as HCl could indicate that V+V processes
are responsible for HCl deactivation, since CO should trap the vibra-

tional energy and subsequently fluoresce. CO fluorescence would be

unaffected by self-trapping.
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CHAPTER VI
THEORETICAL ASPECTS OF RELAXATION OF AN ISOLATED GUEST

The energy initially put into a matrix isolated molecule in the
form of localized vibrational excitation will ultimately be randomized
into the lowest energy, highest density, thermally accessible modes--
the delocalized lattice phonors. For HCl in Ar, one quantum of molec-

1 (v=1) must produce at least 45 delocalized

ular vibration of 2871 cm
phonons (wD = 64 cm-l for solid Ar). In this Chapter, we consider the
theoretical aspccts of the vibrational relaxation of an isolated guest
molecule in a host lattice, using HC1/Ar as the most frequent example.
The first theoretical treatments considered the direct coupling between
lattice phonons and the molecular vibrations. These multiphoncn thearies
predicted large temperature effects on relaxation and the existence of
an energy gap law: molecules with the highest frequencies relax most
slowly. Experiment has shown thar relaxation rates are nearly indepen-
dent of temperature and that the energy gap law is often violated (by
hydride-deuteride pairs, in particular). As discussed in Chapter V,
these experimental observations imply that guest rotation is the pri-
mary accepting mode in vibrational relaxation in solids. Theorles of
V»R relaxation in solids are just beginning to appear.

In spite of the lack of success of the wmultiphonon theoriles, they
will be dealt with in Section A, since they are interesting in their
own right, The quantitative results of HC1 and DCl1 relaxation will be
compared to the predictions of the theories, and the conclusion that

multiphonon theories cannot ecxplain vibrational relaxation in solids

will be verified.
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A new theory for V-R relaxation will be proposed in 3ection B. in
this binary collision model, relaxation will be viewed in a conceptually
similar manncr to relaxation in the gas phase; rclaxation will result
from a collisional event of low probability. The model verifies the
role of rotation as the energy accepting mode, and fits the HC1/Ar and
DC1/Ar data very well. The theory is not intended to be overly quanti-
tative. Tts goal is to point out the major effects, provide a physical
picture for rclaxation, and correlate sets of existing data.

In Serction €, two rccent theories of V+R rclaxation in solids will
be reviewed. Finally, in Scctjion D, the various theorics will be

compared.

A. Multiphonon Theories

In the multiphonon theories molecular vibration is coupled directly
into lattice phonons, resulting in a high order process. The ovder is
N = w/wp, where w is the molecular vibrational frequency and wp is the
frequency of the phonon mode into which the molecular vibration relaxes,
assuming an Einstein model for the crystal, The theories will be applied,
here, to relaxation of HCl and D{l in Ar. The experimental details and
results for these systems have been presented in Chapter V, and will be
used as needed.

Multiphonon theories are of two types. In the first type, the
molecule-medium interaction is taken to be linear in the coerdinate of
the molecular vibration.l-6 The temperature dependence is due to the
creation of N bosons {the phonous) for which stimulated processes are
possible. The physical basis of the energy gap law is that lower order
processes are more probable than higher order processes, and hence, for

a particular phonon frequency, wp, rates decrease as w increases.
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Jortner and co—workersa’h and Lin and co—workerss’6 have described
the vibration-phor.on interaction in terms of an exponential interaction
between guest molecule and host atoms. The form of the energy gap law

and temperature effect are given in Egs. (l)4 and (2),6 respectively.

K(0) = D exp(S) SV/N! (1
-hw_/kT 2
k(T) P S
W=1+e N+ 25+ £9) (2)

k(0) is the decay rate at T=0 K; D is a factor relating to the magnitude
of the interaction between the guest molecule and the host lattice with
all molecules at their equilibrium positions, N = (m/mp) is the order
of the process, and S 1s a phonon coupling strength relrted to the
range parameter of the exponential interaction and to the ncrmal mode
coordinates of the lattice. S is estimated to be in the range 1-10.3
In deriving these equations, the lattice is approximated as an Einstein
crystal in that it iIs assumed that only one phonon mode of frequency wp
is involved in the relaxation process. The value of S should be inde-
pendent oi isotopic composition of the guest molecule. The value of D
is proportional to (uu))—1 where 1 and w are the reduced mass and
frequency of the molecular vibrator.

Assuming that for the accepting phonon mode of Ar wp = 60 cm_l,
the v=2 + 1 relaxations of HC1 (2767 cm-l) and DC1 (2029 cm-l) are
processes of order N = 46.1 and 33.8, respectively. The presence of N!
in the denominator of Eq. (1) causes relaxation rates to fall off rapidly
with increasing order of the relaxation process. Large values of S due

to very strong coupling of phonons with the molecular vibration can

overcome this effect, however, and in fact, for S=44 Eq. (1) can yield
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agreement with the observed ratio of 35 for rhe HC1 to DC1 rates at 9 K.
A value of S=44 is considered unreasonably large.3 Moreover, use of a
value of S=44 in Eq. (l0) to predict a temperature effect produces values
of 1.0, 3.4, and 4.8 for the relaxation rates at 9, 20, and 24 K rela~
tive to the relaxation rate at O K. The 20 and 24 K results are much
too large relative to the 9 K value to agree with experiment. The V+P
piocess with an exponential repulsive interacéion cannot simultaneously
fit the isotope effect and temperature dependence of -he HCl/Ar results.
A second V+P model invokes a Born-Oppenheimer type approximation to
separate molecular vibration (vibron) motion from lattice vibrational
motion.7’8 Relaxation is due to non-adiabatic coupling of vibron and
phonon motion by the anharmonic terms of the lattice-molecule potential

function. Lin's formulation7 predicts an energy gap law and temperature

dependence given by Eqs. (3) and (4).

B -SoN ~
~-oe S (NS
k(0) 3N (s+ N) . @
N
—hw /T «2 =2
k(D) _ » ( Car 5 __S__)
OB 1 +e N 258 + N + NG D) 4)

All symbols have been previously defined except g, which is a T=0 K
phonon mode density weighted sum of the qZQ anharmonic coupling, and Ba
is the qQ coupling term in the potential energy expression. q and Q are
the vibron and phonon geuretric normal mode coordinates, and Eqs, (3)

and (4) have been written for the Einstein crystal approximatior. 3

is th; vibron equivalent of the Huang-Rhys factor9 for optical excitation
of impurities in crystals, and has spectroscopic implications. In the
case of weak coupling to the lattice, S is small and the absorption

spectrum of the guest consists of a strong zero phonon line (ZPL) and a
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weak phonon wing; the reverse is implied in the case of strong coupling,
g large.9 The relative weight of the ZPL to the total integrated
absorption is exp(—g).9

The temperature effects for HC1/Ar can be fit with two ranges of 5
values, due to the negative term in Eq., (4). Values of 5 of 0-1C or
80-90 and 5-30 or 70-90 will fit the v=2 -+ 1 and v=1 + 0O results,
respectively. Bu and S should not depend much on isotopic composition8
since the potential energy of the guest-host lattice system is due
primarily to electronic interactions, which are independent of 1isotopes,
For the case of HCl vs DCl, the normal mode structure of the lattice
should be essentially identical, so the expansion coefficients in the
potential energy expression should be not too different. Assuming this
is the case, Eq. (3) was used to fit the ratio of the HCl/Ar to DCl/Ar
v=2 + 1 rates at 9 K, with a resulting value for S of 54-60. This
value predicts a very small temperature effect between 9 and 20 K, less
than 1.1 for HC1/Ar v=2 + 1. However, S = 54 corresponds to the case of
strong coupling, and requires a strong phonon wing in the IR absorption
spectrum of HC1/Ar. The ZPL should account for a fraction of omly 3 x
10'-24 of the absorption; there should be no ZPL. 1In reality (Chapter
III) no phonon wing is observed. Thus, the vibron-phonon model has
difficulty explaining the results of the HCl/Ar system.

The multiphonon theories may be useful in explaining relaxation of
low frequency molecular vibrations, or in accounting for the creation
of a few phonons in a predominantly V+R step. They do not, however,
explain the major features of relaxation of a high frequency guest

vibration,
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B. VR Binary Collision Model

1. TIntroduction

In a low density gas, vibrational relaxation is a ~ollisional
event. Typically, relaxation is an improbable occurrence and many
(>1000) collisions are required. In condensed phascs, the concept of a
collision is not well defined. Nevertheless, the isolated binary col-

- 10 X . .
lision (IBC) model asserts that, even in coadensee phases, relaxation

is given by
k = TP (5)

where k is the relaxation rate, T is a collision frequeney, and P is a
relaxation probability per collision. 1In an early theory of vibrational
relaxation in doped solids, Sun and Ricell utilized the IBC viewpoint.
The collision frequency was due to motion of the guest and its nearest
neighbor in the lattice normal modes, and the relaxation probabjlity

was the corresponding gas phase V-T probabilicy. Sun and Rice pre-
dicted slow relaxation rates, but their model also predicted a large
temperature effect and an energy gap law, both of which are consequences
of multiphonon relaxation processes. The temperature effect arises from
the collision frequency, and results from treating the lattice normal
modes classically., The energy gap law is a result of the assumed V-7
channel. (Note the correspondence between V+T aud V+P processes, which
is very clear from the results of Sun and Rice.) The original intent

of Sun and Rice was to indicate that relaxation in solids might be slow,

however, and was not to formulate a quantitative theory.



In this section the relaxation in doped solids 1s treated according
to a binary collision viewpoint. The collision frequency is due to
guest-neighbor motion in lattice normal modes. However, these phonon
modes are now treated as quantum harmonic oscillators, and at the low
temperatures appropriate to matrices, their motion is dominated by zero
point effects. Hence, collision frequency b ‘omes a \ary weak function
of temperature.

Rotation has been identified as the primary accepting mode.

Legay12 has correlated experimental data to the expression:
Kee °© (6)

where Jf = (\J/«:B)!i i1s the rotational level populated by V-+R relaxation.
In the present model, rotation is introduced into the probability
expression using an effective reduced mass in the standard V-+T formula.
The effective reduced mass is dominated by the rotational reduced mass
for molecules with light atoms, and the velocity after relaxation is
carried away by the rotational motion of the light atom of the rotor.
The importance of V-R and the violation of the energy gap law upon H to
D substitution are consequences of this.

In the binary collision viewpoint, relaxation results from close
encounters between guest and neighbors., The important part of the
potential responsible for relaxation 1s the short rénge repulsive part--
at short ranges this should be independent of the presence of other
atoms in the solid and can be well approximated from gas phase potential
data. The potential acting near the guest equilibrium site, which is
responsible for the spectral perturbations of the guest, is ineffec-

tive in inducing relaxation.
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A collisiovn frequency is formulated in terms of quaatized phonon
modes in Section 2. The co!lision frequency s doaminated Ly the guest
local mode, when a local mode is present, and othersise is weighted
toward the higher frequencies of the latt!ce. The collision frequency
can vary somewhat in numerical valve, depending upon choice of para-
meters, but the conclusion that it is not strongly temperature dependent
is independent. of detailed model.

The relaxation probability in terms of V-»R,T processes is formu-
lated in Section 3. Various fits to data are attempted in Section 4.
Legay's correlation, Eq. (6), is derived from a simple approximation to
a more detailed expression. The available experimental data is fit by
empirically determining the parameters for the model. The parameters so
determined assume reasonable values. 'The model fits the experimental
results for the HC1/Ar and DCl/Ar systems better than for other systems.
In this case, potential parameters from HCl V»R,T relaxation by gaseous
Ar do very well. Implications of the theory concerning different host
media are then presented. Finally, comparisons of this model with an

IBC model in liquids is made.

2. Collision Frequency

In this section the frequency of collisions between two neighboring
molecules in a crystal lattice will be calculated. The concept of a
collision ic perhaps a bit ambiguous for a solid, in which neighboring
atoms or molecules are always close and are continually under the in-
fluence of intermolecular forces. We shall, however, adopt the point
of view of Sun aud Ricell and define a collision to veceur when the

separation between two neighbors is reduced from the equilibrium value
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by a distance Q- The motion of atoms and molecules of the lattice
will be described in terms of normal modes of the lattice, each mode
considered as a quantum harmonic oscillator. The collision frequency
will depend, in the low temperature regime appropriate to the present
model, primarily on the zero point motion of the normal modes, and will
be a very weak function of temperature for temperatures below half the
Debye temperature of the crystal.

The position of the atom at lattice site £ may be described in

terms of the lattice normal modes (i.e., phonons), labeled by f, as

q(t) = % bye /E; cos(ugt + wf) N

where q is the geometrical displacement of the atom from its equili-
brium position, Ef, Wes and wf, are the energy, angular frequency,

and initial phase of normal mode f, and bif is an element of the trans-
formation matrix between atom displacements and normal coordinates. We
have neglected polarization of both atom displacement and normal modes.
Polarization can be included within the £ subseript of q and b, so that
for N unit cells, & can have 3N values. Assume that a guest molecule
occupies the site 2=0. The separation between the guest and its

neighboring atom at site 2=1 is

do-s(c) = do + ql(t) -qo(t)
= E (b by /E; cosuw t + ¥.) (8)

where do is the lattice spacing between adjacent sites.



A collision is defined as an event in which the separation between
neighbors is reduced to do—q0 (or when 6(t)—qo = () and the separation
is decreasing. (This is referrcd to as an "upward zcre'" of 6(t)—qq.)
13,14
Slater has calculated the frequency of upward zeros for

6(t)—qo for an assembly of quantized, energy weighted nurmal modes (as

in Eq. (7)), T, with the result

I''= v exp(- %'qoz 0—2) (9)
where
v = 1/2n0 (10)
2 1 2 2
0" =5 kT g be® ¢lwe”) (11)
2 1 2 2 2
1= E—kT ; bf me ¢(wf ) (12)
bf = b1f - bOf (13)
Tiw Hiw
2 £ f
¢(mf ) = Spg coth(Gm) (l4)

2 2 . . . N X
o and 1 are the widths of gaussian distributions of expectation values
of coordinate and velocity of 6(t). A key feature in Slater's deriva-
tion is the well-known result that the velocityv and coordiuate distri-
butions for a harmonic oscillator in a stationary state behave classi-

15 . s . . . . ;
cally ~ and are gaussian in form. The distribution of any function of
velocity aun. coordinates ol tlie quantum harmouic oscillator is also

gaussian,15 and in particular so are the sums of Eqs. (11) and (12}

which are sums over harmonic oscillators. ¢(mf2), as defined in Eq. (14),

is the average energy in mode [ divided by kT. As T becomes large,



coth(hmf/ZkT) becomes exp(Jﬁmf/kT) and the result of Slater’'s classical
theoryla is obtained. When T-0, cothfﬁwf/ZkT) becomes 1, and ¢(mf2)
is the ratio of zero point energy to kT. The mean velocity of motion
in the coordinate &§(t) isq/g 1. v 1s a mean frequency which lies
between the highest and lowest frequencies of the lattice; it 1is weakly
temperature dependent.

In quantum-mechanical lattice-dynamical calculatioens, it is more
conventional to use mass weighted normal coordinates, instead of
Slater's energy weighted coordinates. Following the conventions of

Dawber and Elliott16

9 = ¥ x(2,£) d(£) (15)
f

ace) = Mo, (16)

M is the mass of an atom of the lattice, d(f) is the mass weighted
normal mode, Qf is a geometrical normal mode, and x(%,f) is an element
of the transformation matrix from mass-weighted normal coordinates to
lattice site displacements. The expectation value of Qf behaves

classically15 and

Q> = Qf(O) cos(wft+wf)

1 2 2
Ef =3 Hmf [Qf(O)]

vhere Qf(O) is the maximum amplitude for Qf. In terms of energy
2E

d(f) = ——§ cos (w t+p, ) an
We
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The connection between Slater's energy-weightcd normal coordinates and
the mass~weighted normal coordinates is made by comparing Eqs. (15) and

(17) with Eq. (7), with the result:

by = vZ 1t) (18)
£

The expression for 02 and 12 can now be related to mass-weighted co-

ordinates and can be made more compact:

2 tw

2 _f5 [x(6) fog
o = 2% o coth () (19)
~ Hw
12 = ’;l Z 'X(f)]z wf C()Lh(ﬁ%) (20)
“f
x(£) = x(1,£f) - x(0,f) (¢3!

Values o€ x(&,f) are available in many situations. For a pure

lattice (no guest molecules)16

x(L,6) = ) 2 e o, (k) (22)

where k. 1s the wave vector for normal mode f, 32 is the position

£
vector of the Rth lattice site, M is the moss of the atom comprising
the lattice, and N 1s the number of atoms in the macroscopic crystal.
g(5f) is a dimensionless, unit eigenvector of the dynamical matrix of
the crystall7--it depends on mode and polarization. For a simple cubic
lattice with central forces only, the average value for lcf(gf)lz is
one—third.16

In the limit that a guest atom at £=0 is moving totally in a
18

localized mode,

x(0,L) = 1/ 23)

3006



where L labels the local mode and M' is the mass of the guest molecule,
Formulae for yx{0,f) can be calculated for intermediate situations in
which the local mode extends beyond site £=0 and some motion of the

18,19 (2, 6)

guest at 2=0 is due to participation in bt.lk lattice modes.
for 2#0 has not been explicitly calculated for such cases.

For matrix isolated molecules, the guest molecule is (for Ar, Kr,
and Xe lattices) often lighter than the host atom, and the guest~host
van der Waals interaction 1s often stronger than the host-host inter-
action (except for Xe matrices). such conditions generally result in
the formation of a localized mode at the site of the guest:.]'B In
certain fortuitous cases, such as HCl and HBr in Ar, Kr, and Xe lat-
tices, the ratio of mass and force constant changes upon substitution
of the guest for s hest atom is such as to produce nearly complete
localization.zo The basic physical situation of interest here is then
one in which the major part of the motion of the guest can be considered
to be due to the local mode, aad the motion of the guest's nearest
neighbors is primarily in bulk phkonon modes.

Four tractablemodels which explore various extremes of the phy-
sically relevant situstion described above are discussed: (1) Guest
motiopn is totally due to a localized mode, the remainder of the crystal
is rigidly frozen; (2) Guest motion is totally due to a localized mode
and the remainder of the crystal is described by a single highly degen-
erate phonon frequency; {(3) Guest motion 1s totally due to a localized
mode and the remainder of the cystal is described by = Debye model; and
(4) The guest behaves as if it had the same mass and force constant as

a host atom--no localized mode is present and the crystal is described

by a Debye model. The X's used in these models are given in Table I,
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Table VI-I. Lattice Dynamical Models®

Model Guest motion Host wotion x{0,£)  x{(o,L) Xx(1,£) X(1,L) g(w)b
-4
1 Local mode Frozen [} [CAD] 0 0 G(m—mL)
-1k d
-l -1,
2 Local mode Einstein mode 0 M") i EL*7§—— ()2 0 §(w-w, ) + 3N6(w—mE)
-1k _d
4 e f _ 2, 3
3 Local mode Debye spectzum 0 [640) —— (\M) 0 8 {w-w, ) + 3Ny /uw
&) L D
4 ~1k.d
1
4 Debye spectrum Debye spectrum e - V] £ o ? 0 3Nm2/m 3
/3 V3 D

a
L designates local mode; f designates delocalized modes; E designates Einstein fregquency.

-1
Density of states im (number/sec ).

0L



The models are discussed belov;. The local mode angalar frequency will
be labeled w - This wode Is three-fcld degenerate, However, only one
mode will correspoud to motion between the guest and & particular neigh-
bor, so the appropriate weighting factor for local wodes in Egs. (19)

and (20} is one.
Model 1:

This 1s 2 harmonic oscillator ceil model. From Eqs. (19) - (21):

fiw
2 _ A L
9y = e, Cothigg)
kil i
2 _ ML L
T T oothgp)
Vit

Model Z:
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In this model, the bulk lattice vibrations are treated In an Zinstein

model, with a 3N-fold degenerate mode of frequency W - From Eqs. (13) -

1):
i Hw
2 B Bog A L
% 7 T coth{zz) + My coth ()
Huw, fw Hw “huw
N By, L _L
Ty T g SOthGpp) * gy cothGp)
Model 3:

This is perhkaps the most realistic of the four models. The sums in
Egs. (19) and (20) are, for the lattice modes, replaced by an integral

weighted by the Debye density of states, g(w), given by



31¢

3Nu2/wD2 0 < w< wp
glw) = (24)

0 wpy<w

where wpy is the Debye frequency of the lattice. The results are:

xD X
. 2 _ + th(‘ﬁmL) . £ )fCOth(f)dx (25)
3 T Mw, ONMYaRT T Mg 2
L D x
0 D
Buw, Fuw fw o x3coth(£)dx
2=k cothly + =2 | — 22— (26)
3 2M° 2kT M 4
0 X

where x = fiw/kT and Xy = ﬁmD/kT. The integrals in Eqs. (25) and (26)
can be evaluated numerically. Values for these integrals are tabulatcd

in Table 1I.
Model 4:

This is the only model in which the guest and its nearest neighbor
both have non-zero amplitudes in the same mode(s). From Table I and

Eq. (21):

-ikfd/Z
Zisin(kfd/Z)e

x(f) = 1
Y3 ()
where d is the nearest nefighbor distance. In a Debye model the phonon

velocity is assumed constant. The dispersion relation is

k = vD/w

/3

v

p = up/ @170yt

where vy is the Debye velocity of sound and p is the density of lattice

sites per cm3. In terms of x,



Table VI-II.

Integrals for Model 3

c d
X 12 Err-ao 1 Err-t
D o] T
P 442775 ¢CC ~1_§2¢5€-13 1.25CCE+CO -2.7711€-13
l.0 2.05505 400 -1 E4T4f~]2 LLGSELF-CL -}.0302E-12
L.t Ja414SFCC 1.6576F-13 4.931LE-91 -5.4T59E~12
2.0 1.1CeSE 08 —3,teedE-1z 3.51C4E~C) 1.46ETE-11
2.9 9.3103E-C1 ~T TISTE-1L 2.4444E-01 4. B4G5E~1C
3.0 e.20258-c1 ~5.42026-1C 2.13C2E-01 2.37376-09
3.5 T.4a07€-01 ~2.2652E-08 i.52226-CL 7.2972F-09
4.0 6.54CE-01 2.9C29E-C) l.6281F-0C4d
4.5 £.5¢40E-C1 2 2.71e26-C1 2.8569€-08
5.0 6.2825F-0} ~Z2.47248~0F 2.45¢BE-C 3.925CE-CE
5. 6. CTCLE-CT ~3.CaTeE-CE F.bLEAE-C) 4,0225€-CB
6.0 5.90426-01 ~1.EL24E-QF F.5862€-CL 2.1382E-08
¢t 5.7133t-C1 1.C4856-08 i 5EE2E-C) -7 ETLIE-CE
7.0 £.LEGE~C] 1.4021E-C7 2.5500€-01 -1.0998¢-07
7.5 5.5832€-01 2.1Z75E-C? 2. S2ERE-LCL ~2.28S0E~07
8.C 5.5131€-C1 &.21B2E-07 2.53C5E-C1 -3.7R00€-07
8.5 5.454€E~01 taClace~Ce 2.52420-01 =5,4647F-07
9.0 5.4059E-01 1.5C1eF-0¢ ZatlCaE-CL -7.1982F~-C1
SeS 5,2t44E-(1 2.C5C2E~06 2.5157E-01 ~8.8151E-07
10.0 S.270GE-C1 f.ez0E-CE Z.£1265-C1 -1.0370E-00
19.5 5.2983E-01 3.156FE-0L 2.51C¢E~CL =1.11123E-C¢
11.¢ €.27156-C1 2.56BCE-Ce 2,5088E~01 =1.l544E~0¢
11.¢ 9.2487E-01 JLEPELF-C6 2.5004E-C1 ~1.1356F-uyé
12.0 5.2285¢6-C1 3.535CE~CE 7.5063€-Ct - 1.CE4LE-CE
12.5 L, 21C5E-C1 -2.275CE-11 2.5053E-Cl 5.6635E-12
13.0 $.16847E~-C1 L 22550~11 Z.SC4EF-C ~€,%853€E-12
13.%5 €.,18C5€E-C) 1.6095€-10 2.5C3ISE-C1 ~2,50C2€6~-11
14.0 £.1¢£786-C) 2.482¢E-L0C 2.5034E-C1 ~6.9887¢-11
14.5 5,1565E-01 5.0548£-10 i.ECisE-Cl -1.13856-10
15.0 S.1462F-C1 9.3738E-10 Z.5026E-01 ~l.6465E-1C
15.5 £.12¢6€-C1 1.2261E-C¢ . 5C72F-C) -2.1BESE~10
16.¢ 5. 12ESE-C) 1.7543¢F-~09 .502CE-C1 -2.1CESE-LC
16.5 5.12(8E-C1 Z.1715€~C5 Z.5C18E-CL 1505¢~10
17.0 $.1128E-01 2.52676-05 E.S01EE-C1 4516E-10
11.% S.1CT4E-C) 2.781Ct-C9 2.5C1%E-CY 2.544%E~1C
18.¢C 5.1C158~C1 2.757¢EE-CS <.5C122~Cl -3.3684€-10
18.5 5.0961E~01 244527608 Z.5011E~C) -2.E€83E-1C
19.¢ 5.0911E-01 1.6457F-09 2.5010E-01 -2.0068E-1C
19.¢ £.C8E5E-01 T h4ZFE-LC 2.50C5E-0L ~7.5562E-11
20.0 5.08225-0) —-8.8015€-1¢ 2.50CBE-C1 B.9212E-11
2C.5 5. 0782E-C1 -2.CE23E-C5 2.50C7€-01 2.9261F-10
21.0 5.0748E-01 -5.€5715C~CS§ 2.5C0TF-Ql €.31B0E-1G
21.5 5.0712E-ClL ~5.3347¢-05 Z.50CEE~CH E.C22CE~IC
i2.0 5.CEECE-C1 ~5.0582E-05 2.5008F-C} 3.6621E-06
22.5 5.0650E-01 ~5.377EE-0F i.cacee-cl 2.6836E-06
23.C 5.C422€-01 ~5.4262€-05 2.5005E-01L 3.60797F-0¢
23.5 5.0596E-01 —-£.E41SE-C5 2.50CqfF-C1 J3.6529E-06
24.0 5.0571E-01 ~6.UC2¢F-08 2.5CCqF-C1 3.€¢CE2E-(€
4.5 5.C568E-CL “b.161CF-CS 2.5004E-01 2,5250€-C6
25.0 5.05286E-01 -&6.27416-C5 2.5003E-01 3.4585E-0v6
*p

Yo

I = —li xcoth (x/2) dx

Error associated with numerical integration of Ic'

¥p

I =~ x3coth (x/2) dx.

*» Jo

Error associated with numerical integration of IT.
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For Ar, d = 3.8 A and p=2.6x 1022 cmkj, 50 kfd/Z = 2.32 x/xD. Fipnally,

*p x 2
2 2% X coth(i)sin (2.32x/x_)dx
o]
g, = o— (27)
4 MwD « 2
0 D
*n .3 X, . 2
2 2 x coth(3)sin"(2.32x/x, Ydx
he 2 2 R (28)
4 M N 4
¢} D

The integrals of Eqs. (27) and (28) correspond to the special case of an
Ar lattice. They are evaluated numerically, and the results are given
in Table IIT.

The expression for T, Eq. (9), gives the frequency of collision
between the guest and one of its nearest neighbors. TFor a simple cubic
lattice, the total collision frequency will be 6T, since there are six
nearest neighbors located along three orthogonal axes. For fcc and hep
lattices, there are 12 nearest neighbors. Howevery, ‘cf(k)iz, discussed
after Eg. (22), will not necessarily have an average value of one-third
in these lattices, so multiplying T by 12 for these lattices may not be
correct. We will take the three dimensional collisicn frequency to be 6T.

From the values of 02 and 12 calculated for each model, the col-
lisfon frequency T is calculated from Egs. (9) and (10), once a choice
has been made for qo' The choice of 9 ought to be related to the guest
molecule-host atom intermolecular potential, and this will be discussed
in Section 4b. In general, q, will be in the range of 0.1-0.5 A, 1t is
worthwhile at this point to illustrate the behavior of T by specific

choices of 9, and defer discussfion of choosing 9, The value of [ will



Table VI-TII.
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Integrals for Model 4

b c
B I a Err-o I Err-t
o T

ot PRI H T SSeatise-Q J.CEZIEALE ELAEL1E-CL
[ 1eitS1E0CC CCEICE-CT fLE1CiE-CL €277E-0¢
1.t £47562E-C1 x crize-ch 1 TCeCE-CE
2.C e.52258-010 S.ETI5E-CT 4 TCLSE-0F
2.¢ 5.5122€-C1 1.87415-C¢ -£.,5178€-C1
2.0 EL2F25E-CL 1.6¢ECE-CL -1 zSE2E-CE
2.4 ColT4TE-CL ZeCiteE-Ct -1.7508E-Q¢
4.0 4.55ELE-01 FaiTETE-CE WE4LEE-CL -1.€166L-Ce
[ 46CziE~C1 Ga€240-Ct tal10EE-CL ~1.9E25E-Ct
€. 4L EEQIE~TY 2.06TTECE ia17itE-C]

€.t 4.1€2¢E-C1 24247PE~CL Z.CSCTE-01
tal NITFIES CeiEE-Ce toceieE-Cl ~Z.7872F-C

4.C2228-Ct

Z,CE1EE-C1
ZeCiCGF-C1
F.C2156-C1
ZoCeieb-32

T.€42EF-C?
1.52578-0¢
ialSzik-CeE
i.71758-C€

c.< 1 F.CiCEE-CT
5.C FLESECE-CL 1ige-ct
.t LERSLE-C1 1ci-cl
1c.c LEisef-Q1 Sfa31ecE-ct PaCiiE-C)
1.t CELIE-CL ~5 CE1TE-TE I.C1leE-C1
11.C “.C1ceE-c)
11.¢ crsef-r1
12.C ceCCCLf-CY l.8321¢:-0¢
12.% .0CEEE-(L ~1.1e2EE-1)
13.C FoCCECF=-0L 1.61%6€-11
12.° alliZE-C2 €.65R2¢ -1
14.0 zaCCiEL=-C1 laCEZC-AC
L.t ZetCizt-C1 La€C4acE~1C
15.0 Z.0C3C0-C1 f.1i1Cc-10
£k Z.CCETE~01 F.SE4TE-LC
lé.C co(TEEE-C] 2.54BEC-10
6.t Z.CCETF-C1 2.17C5c-1¢
17.¢ Z.0CEiE-CL 3e2176e-10
17.¢ claCletE-C1 TeClL4E-10Q
l18.¢ ~zeé41CL-CS ceCLefE-(} 1.!(*‘& 1T
18.% -l ERECE-CS Ze(CESZ-CL 2¢E-10
15.0 “la2C1CE-C" caCCLEC-C1 42¢€-1¢
15.% ~4,77E4t-1C Z4CLE4F-CL 4elBEZE-11
204C 2eCCE4T-C1 -&47327CE-11
20.5 ceCCEAE-CL “l1e816Te-1¢C
21.0 ZoCCE4E-C1 ~2.1162L-14C
2Ll ¢.(CE3{-C) ~4.452¢E-10
22.0 2.CCL2E-01 ~4.85528-01
2265 22200(F= [‘ e
N coleilE-Ct Za
23,5 Zolecre-Ct z ~Z.4147E-C7
Z4.C fodiizE-ct Z.Cle3E-C1 ~1.707¢68-C7
ih.t ezfee-(1 Z.C1¢ ZoCCEZE-TL -1.€267£-07
2%.¢C LE2EE-C1 ZaCletE-Ct f.CCEE-C) -4, 18316-CB
X
(D
1 ] 2 .
ID =—3 xcoth(x/2) sin (Z.32x/xD) dx.
%" I

Error associated with numerical integration

D

T

*» Jo

I = —lz x3coth(x/2) sin2(2.32x/xD) dx.

of T .

Error assoclated with numerical integration of IT.
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be very sensitive to the choice of q,- However, the gualitative behavior
of T will not. The main temperature dependence of T comes from the
factor 02 in the exponent; v is only slightly temperature dependent. As
9, decreases, the e¢ffect of a changing 02 is diminished, and the tempera-
ture dependence of ' diminishes. Also, for small values of 9,0 I' is
always close to v and the absolute magnitude of I increases as 4q,
decreases. v 1s a welghted average of the phonon frequencies avallable
to the lattice, For the models studied, v decreases by up to 15%
between 0 K and the lattice Debye temperature, becoming temperature
independent above the Debye temperature.

Results for the four models, specified to parameters relevant to
HC1/Ar, are presented in Fig. 1. Values used are w, = 73 cm_l, wy *
64 cm-l, wp © 30 cm_l, and q, = 0.16 R. The value chosen for wg corre-
sponds to a mode near the first peak in the density of phonon states
for an Ar lattice. The values plotted correspond to the collision
‘frequency of HCl with one of its nearest neighbors. The total collision
rate is six times that shown in Fig. 1, as discussed previously. The
general qualitative behavior of ' is independent of model. The temper-
ature dependence is weak, since 02 and r2 are dominated by the zero
point motion of the higher energy phenons available to the system. The
temperatures for which [ doubles are 63.5, 92.5, and 69 K for Models
1, 3, 4 with q_ = 0.16 R. The infinite temperature limit for Model 2
has I'(») = 1.4 7(0). For q, = 0.25 & the temperature dependence {is
higher; doubling temperatures for Models 1-4 are 41, 53, 43, and 37 K.
For all models, however, T is not overly temperature sensitive in the
range 0-30 K. The temperature dependence 1s greatus; for models with

the lowest range of phonons, since the temperature onset of stimulated
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Figure VI-1.

Collision frequency as a function of temperature.

Frequency is that of collision between a guest HCL
molecule and one nearest ncighbor Ar atom. Curve

a = Model 2; curve b = Model 3; curve c = Model 4;
curve d = Model 1. q_ = 0.16 g.
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phonon processes decreascs as phonon frequency decreases. Thus, model
4, which has the lowest range of phonons, has the strongest temperature
effect.

It is worthwhile cxamining Model 3 in a bit more detail to
elucidate the contributions te I'. Table IV presents values for ¢ and T
for Model 3 as a function of temperature. Contributions duc to local
and bulk phonon modes, representing the first term and the integral in
Eqs. (25) and (26), respectively, are distinguished. Both o2 and 12
are dominated by the local mode contribution, which, since it has a
high frequency (73 cm_l), shows little temperature effect below 30 K,
The contributions to 02 and T2 from bulk phonons are much more temper-
ature dependent. The temperature dependence of o2 results from the
bulk phonon contributions, which varies from 30 to 50% as T varies
between 0 and 92 K. This in turn is responsible for the temperature
effect of I'. Note that T2 is largely dominated by the nearly tempera-
ture independent local mode contribution; this is due to the factor of
@ in the numerator in Eq. (20). While this does not affect T much, it
has important physical implications. Since JETT is the mean relative
velocity between the guest and its nearest neighbor, it is seen that
when a local mode exists, the relative velocity can be expressed in
terms of the local mode only, to a very good approximation.

As mentioned previously, the magnitude of T depends on the value
for a4, The variation of T with q, is illustrated in Table V for Model
3 for HCl/Ar. The collision frequency decreases by 3 orders of magni-
tude as 9 increases from 0.16 to 0.42 A. Furthermore, the temperature
dependence of ' is greatest for the largest 4y r(31)/r(0) is 6.2 wken
9, = 0.42 K, and only 1.2 when q, = 0.16 A. In matching experimental

data, a value of q, consistent with small temperature effects (I'(20)/r(0)

<2) must be chosen,



Table VI-IV. Details of Model 3 for #C1/Ar:

w, = 73 cm_l, w. = b4 f'n._l, o = 0.25 A

_,
2

1 D ‘U

. ELZ apz o%_ TE? TP2 12 Fb I'/1r(0)

) o~ 18’y (108cn?/sec?) (10 %ec )

0 .640 .327 .967  1.20 .238 1.44 7.66 1.00
4.97  .640 .333  .973  1.20 .238 1.44 7.81 1.02
0.2 .640 .353  .993  1.20 .240  1.44 8.20 1.07
15.3  .641 .387 1.03  1.20 .247 1.45 9.12 1.19
20,4 .648 .430 1.08  1.21 .2501 1.46 10.3 1.3
26.3  .664 .487 1.15  1.25 .280 1.53 12.2 1.59
30.7  .684 .537 1.22  1.28 .298 1.58 13.9 1.82
3.8 .719  .607 1.32 1.35 .328 1.68 16.9 2.20
46.0 .787 .723 1.51  1.48 .380 1.86 22.4 2.92
61.3 924 .923 1.85 1.73 .472 2.20 32.1 4.19
92.0 1.24 1.34 2.58  2.33  .573 2.90 50.3 6.57

2 Local mode contributions are subscripted by L; bulk phonon
contributions are subscripted by P.

b Collision frequency between HCl and one nearest neighbor, Eq. (9).
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Tabie VI-V. Variation of T'(T), r1ot! sec_l], with q_, Model 38

q, &) »

T (K) .16 .25 .31 42

0 5.16 766 .135 2.12 x 1073
5.0 5.21 .781 139 2.25 x 107>
10.2 5.26 .820 .153 2.67 x 107>
15.3 5.47 .912 .178 3.60 x 107
20.4 5.68 1.03 216 5.26 x 1072
30.7 6.35 1.39 .352 1.31 x 1072
46.0 7.59 2.24 736 5.13 x 1072
92.90 10.3 5.03 2.63 .553

2 parameters chosen for HCI/Ar: ﬁmD = 64 cm_l; ﬁmL = 73 cm_l;

M= 40 amu; M' = 36 amu. T is collision frequency between HCl and

one nearest neighbor Ar atom.



The major qualitative results of the caleculation can be summarized:
a) the collision frequency is something less than the highest phonon
frequency of the crystal, b) for eryogenic temperatures, U s dominsted
by zero point motion effccts, and is not & strony Tunction of tempera-
ture, and c¢) when a local mode is present, it dominates the factors

determining the collision frequency.

3. Relaxatfon Probability

The relaxation probability (rom vibrational state k to k-1 of a

diatomic molecule, BC, upon collision with an atoum, A, is given by the

2
Jackson-Mott distorted wave calculation 3521, 2

4 22
. . . -
327" m"y" vk sinh(uz)sini(uz*) (29)

h M 2

Pkk_l(vi) b 2
BC a° 'cosh(nz)-cosh(nz*) ]

2 49m
= oy
ah i

4mm
zh = —— v
an +f

m
C—_
mB+mC

where m is the translational reduced mass of A and BC; Vi and Vg are

the initial and final relative velocities of A and BC; HEC is the reduced
mass of BC; mg and m, are the masses of atoms B and C (atom C is the
heavy atom of the diatomic); v is the vibrational frequency of BC (secvl);
and a is the range parameter of the expomential repulsive interaction
between A and BC. Knowledge of the initial translarional velocity allows
calculation of the final velocity, since the final kinetic energy must

exceed the initial kinetic energy by hv. Thus, the probability is a

function of the initial relative veloelty. In the present application,
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Eq. (29) will be modified, following a proposal of Nikitin,23'2* (o

include rotational motion of BC. Equaticn (29) will be rearranged in a
manner appropriate to the physical condilion present in a low tempera-~
ture solid that the initial kinctic encrgy of the colliding pair is
much smaller than hv,

23,24 : X s
’ has introduced rotation into the one-dimensional model

Nikitin
of Eq. (29) by using an effective reduced mass, u+, in place of m in

Eq. (29):

WH™ = e (30)

where bR is a rotational reduced mass (uR = I/dz, 1 is the moment of
inertia of BC and d is the distance from the center of mass to the light
atom of BC) and A is a factor related to the asymmetry of BC and the
most effective geometry for collisions to induce relaxation. The

origin of Eq. (30) and the physical model which produces ir are dis-
cussed below,

Nikirin assumes that the relative translation and rotation of A
and BC can be described by classical dynamics on the electronic poten-
‘tial hypersurface of the A-B-C triatomic system. The c¢lassical turning
point, R, of a trajectory between A and BC will be a function of the
relative translational energy of A and BC as well as the angle 8 between
the line of centers of A and BC and the BC internuclear axis. At the
classical turning point, only the component of velocity normal to the
equipotential lines on the A-B-C hypersurface will be effective in
producing relaxation, since in this direction the potential is changing
most rapidly. A local cartesian coordinate system can be constructed

at the classical turning point, and the velocity of collision in the
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planc tangent t. the equipotential surface is averaged. The resulting
expression for a vibrational transition is analogous to Eq. (29) except
that the reduced mass is now that due to mot.cn wlong the gradicnt of
the potential surface, and is given by Eq. (30, where A is a function
of 6 and R. The posilien (R , 0 ) on the A-b-o hypersurface for
min min ’
which u+ is a v nimum will have the greatest probability for vibrational
relaxation. Hence, in an average over all trajcctories those that have
a turning point near (R . , 8 . ) wil. dominate relaxation. Instead of
min’ “min
averaging over :11 possible collision geometries, the relaxatlon proba-
. +
bility 1s equal to the maximum probability when 3 is minimized times a

steric factor * ich is the fraction of coliisions occurring in geometries

+
Y. u is taken as the value at (R . , £ . ). At this
min’ “min

near (Rmin’ Gmix

position, A = ’Qmin/d)zsinzﬁ where & is the angle between the line con-
necting the cer er of mass of BC w:th Rmin and the normal to the equi-
potential SJrfi‘e.SZ A 1s calculated from the equipotential surfaces
of the diatomic molecule, and is almost a molccular ccnstant {or BC--
it should depeni only weakly on the identity of A. For the hydrogen-
halide molecul: ;, Nikitin calculates a valuec of A = 0.22.25
For transitions in which rotational quantum numbers must change,

it is necessary to have torques, or, equivalently, a region of low sym-

metry in which the potential contains non-spherical components. The

appropriate position is the classical turning point (Rm.

in’ emin) which,

for real molec: les, contains Legendre polynomial components of high order
in the potenti. 1, thus allowing large changes or rotational quantum
number.

Physicall: , A is due to deviation of the A-B-C potential surface

from spherical symmetry, and uT combines the effect of translational and



rotational velocity in climbing a potential wall. For highly asymmetric
rotators, rotational motion of the dlatomic about its center of mass can
produce effecrive translaticnal velocities as high as éd, where d is

the distance from the center »f mass to the light atom of BC and 6 is
the rotational velocity c¢f BC. This velocity has been used in an early
formulation of V-R relaxation.26 For spherical diatomics, the line of
centers between A and BC will always be normal to the equipotential
surfaces, so A=0, and the effective reduced mass will cqual the trans-
lational reduced mass. In this situation, there are no torques so there
are no changes in rotational quantum number. Although Niki;in calculates
a value of 0.22 for HCl, A is best trerated as an empirical parameter.
Stecele and Mvore27 have found values of A from 0.5 to 1.0 are appro-
priate for explaining vibrational relaxation of HCI by rare gas atoms,
and suggest the best value cf a = 0.7.

The effects of rotation are introduced into the orne-dimensional
model of Eq. (29) by replacing m with u+. The effective reduced mass
apportions kinetic energy between translational and rotational motion.
The initial relative velocity of A and BC is due to ro.ational and trans-~
lational motion due to the local mode. As discussed previously, when
the local wmode is present, it dominates 7(Table IV), and the contribu-
tions of bulk phonons to the relative velocity of A and BC can be

neglected. Thus, the initial and final velocities can be calculated from

1o+ 2 1
., A n + 2) th + heBJ (J+1) (31)

u+v z_ l-u+v_,2 + hv (32)
f 2 i

[T
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where n and J are the quantum numbers for local mode oscillation and
rotation, respectively, of the initial strate of BC. For the ground
state of BC, (l/2)u+vi2 = (1/2)huL, the zero point energy of the Jocal
mode. It is clear that the final velocity is much greater than the
initial velocity; hence, z* >> z, The final factor in Eg. (29) can be

written as:

sinh(nz#*)sinh(nz) _ E-n(z*—z) H_e~21rzJ 33)

[cosh(nz)—cosh(nz*)]2

where a term exp([r(z-z*)] has been neglected. For z>0.7 the term in
brackets way also be neglected. For most combinations of physical para-
meters 2>0.7 hold:, and the term in brackets is dropped. From Eqs. (31)

and (32), noting that (1/2)uTvi2 << by,

1

2 L]
Mgk -z) = ﬁ!__(g%rﬁ) [l~G(n,J)+ZG(n,J)2] (34)
v ks
6(a,d) = [(n+3) —= 4 SBILH, (35)

v

02 is much smaller tuan G and is henceforth neglected. Equations (34)

and (33) are substituted into (29) to give

4 +,2 2 2 } +
p, Mo L)y ko AT g, (36)
k,n,J Yae aZ a h

In Eq. (36) the prcbability expression takes detailed account of

the initial state of BC. The final level is not strictly accounted for.

Pk n Jk-l is the probability for relaxation from initial state (k,n,J)
s t]

to all states with vibrational quantum number k-1. In future usage,

P k-1 will be a thermally averaged probability over all initial rotation-

k
translation states. Similarly, kk n Jk-l will be the rate constant for
> 3
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relaxation of initial state (k,n,J) and kkk”1 will be the thermally
averaged rate constant for vibrationzl relaxation of level k. The ratio
of rotational to translational energy in the final state should be
o0t
approximately [ (m-u )/u J.
The ovarall relaxation rate 1s the sum of Boltzmann-weighted
probabilities times a collision frequency, vwhich is taken to be inde-

pendent. of initial state:
-E(J,n) /kT
k-1 3,n¢ . 17
= P L L —
ke (D =T “ZJ D k,n,J an
’

where gJ,n and E(J,n) are the degeneracy and cnergy of the rotation~
translation level (J,n), Q(T) is the rotatién—translation partition
function, and s is a steric factor. The steric factor arises from the
physical notion that u+ is minimized for a narrow range of R and 8,
and only the fraction of collisions with a turning point near (Rmin’

emin) are effective in inducing relaxation.

4. Results and Discussion

The model developed here assumes that relaxation can be viewed in
terms of uncorrelated collisions in the solid, and that these collisional
eve 'ts can be described in terms of velci:icies due to guest rotation and
translational motion in the phonon modes of the solid. Rotatjon is
treated in a quasi-one dimensional manner by the concept of effective
reduce 1 mass. The mcdel produces a rough correlation between available
experimental results to the V2R mechanism. The validity of the assump-
tions and the physical picture of relaxation that emergés are discussed
below. The value of the present theory lies more in correlating data

than in ab initio predictions of relaxation rates. Effects of temperature
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and host matrix are considered. Final’ly, the picture of relaxation in
the solid is connected to relaxation in the liquid and gaseous phases.
a) Correlations

For molecules with small moments of inertia, u+ is dominated by up

and can be written

Fo R R
'Y a Am)
o= X - _h
R d2 8n2ch2

Substitution of these results into Eq. (36) gives

- - i
P, Ko pr- 20 % - sE911-6(,17) (38)

k,n,J advA
This 1s Legay's correlation, Eq. (6), since Je = (v/cB)%. Moreover, the
slope of Legay's correlation, a, is given by 2n/advA. For reasonable
molecular parameters, A=l, a=5 3_1, and d=} K, a=1.3. A plot of avail-
able experimental relaxation data28 for matrix isolated molecules in the
form of Eq. (38) is shown in Fig. 2. The slopes of curves a and b are
0.97 and 0.75, respectively, close to the value estimated above. Figure
2 ipgnores the variation of relaxation rate due to the pre-exponential
factors in Eq. (36) and to the collision frequency and Boltzmann sum of
Eq. (37), This may be responsible for some of the large scatter.

Equation (38) is approximate and the small correction factors

(l-uR/ZAm) and 1-G(n,J) have been neglected in Fig. 2. A more accurate
way to correlate relaxation data might be to assume collision frequencies,

I, are the same for different guest molecules, and reduce Eq. (36) to the

form



Figure VI-2.

Correlation of non-radiative relaxation rates in matrices
to Eq. (38). ® = Ar matrix, ® = Ne matrix, 4 = Kr matrix,
o= NZ matrix, O = data point corresponding to radiative-
decay limited relaxation. Arrows indicate that the data
point is a limit. Data is from Reference 12, Table 3,
except: DCl/Ar--Chapter V; NH, ND/Ar--Reference 36, and
CZ_-—L. J. Allamandola, et al., J. Chem. Phys., 67, 99

{1977). Curve a is the best fit line for all non-radiative

_ decay rates; curve b is the best fit excluding the NH* and

ND* data. The slopes of curves a and b correspond tc o

(Eq. (6)) of 0.97 and 0.75.
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P“r = —~?—g— P« exp[— i:—z.‘/—z—“—'};! (l-G(n,J))]
(u') vk
A plot of lnP?* vs 1£;: can be made if a value is salected for A, so
that u+ can be calculated from Hr and m. For a common value of A, such
plots produce a much poorer correlation than the plot of Fig. 2.
Molecules for which v/cB is relatively large, such as DCl, have large
bond lengths, d, and those with small v/cB, such as OH, have smaller
bond lengths. 1In the plot of 1lnP* vs fc;;; all data points are shifted
toward nearly equal values of vu+, while 1lnP* shows the same range as
that of Fig. 2. 1In other words, the correlation to the more "exact"
equation (36), is not as good as that of the approximate equation (38).
It is possible to avoid this dilemma if A in fact varies substantially
from molecule to molecule, and is correlated with d and a in such a way
as to make Eq. (38) more valid than Eq. (36) with a common value of A.
The collision frequency, T, should not be over’ y dependent on
isotopic substitution or on vibrational state of the guest, since the
phonon spectrum of the solid {including local mode) is not very sensitive
to such changes in guest properties. The validity of the present model
can be tested by comparison of hydride and sister deuteride relaxation
rates, since not only should T be the same for both, but A should be the
same as well, Using Eq. (36) and the approximations leading to Eq. (38),

produces, for the lowest temperatures {(n = J = 0):

e oy By gy
: :gg; = kkl = -P‘D‘ (‘)exp - 2 [1-6(0,0)]
Pk ) . ¥ D adva

[Vu {"D
*l: EE; - CBD] (39)



To arrive at this cxpression, it is assumed that u = Haeo and that

R
G(0,0) << 1 for both the hydride and deuteride. Also, (l—uR/Am) has
beer. set equal to unity. From measurcd rates, a value for the product
(avh) can be determined.

Comparison of rates of relaxation from v=2 to rclaxation from v=1

is another means of determining (avA) from experimental data. Using

the same assumpltions as above gives
ko1 _ Va1 2u
= exp{-

ko V1.0 advA

/;I+d] (40)

Correlations of relevant experimental data by Eqs. (39) and (40)
are presented in Table VI. The following points can be noted: Cor-
-1
always lead to larger values of (avh)

relations of k2 relative to k1

1 0
than bydride-deuteride correlations for the same molecule. This may
indicate that the oscillator matrix element for the intra-molecular
vibration increascs faster than harmonic (kv->v—l > VRI»-O)' This point
has been noted in Chapter V. CLonsidering only the hydride-deuteride
results, and taking A=] gives potential range parameters, a, of 4-10 R-l.
This is the appropriate order of magnitude, but generally range para-
meters are less than 6 3_1.29 We will now consider the individual cases
in more detail.

The data for HCl/Ar is well fit by this model. Stecle and Moore,27
from a study of relaxation of HC' and DCl by rare gas atoms in the gas
phase, find a value of A = 0.6~1.0 and a = 2.9-4.0 K_l. From the matrix
results, a value of A = 1.0 implies a = 4.0 Z“l, at the cdge of rhe range

of the gas phase results.

The ratios of OHX/OD* relaxation in Ne can be analyzed for v-2 » 1



Table VI-VI. Correlations of V-+R Rates

A: Hydride-Deuteride Correlations, Eq. (39)

. kH kD IJRH uRD vy vy BH BD dH dD avi
ystem - 1 1 - onl
(sec ) (amu) (em ) (cm ) (&) (A
HC1l/Ar 3 1 10 2 2
e 3.8x10 110 1,03 2.11 2767 2029 .5 5.5 1.23  1.20 4.0
OH*/Ne 4.0x10°  1.4x10°  1.06  2.25 2784 2099  17.4  9.19  0.91 0.8 13
241 (4K)
QH*/Ne b A
o o 9.0x13 3.9x10 1.06  2.25 2970 2200 17.4  9.19  0.91  0.86 16
NH*/Kr 7 6
b 1.8x10 1.4x10 1.07  2.29 2953 2214  16.7  8.84  0.97  0.91 6.6
CH,F/Kr 4 3 .
v3?1+o(sx) 9.1x10 9.1x10 2.98  6.07 1036 987  5.10  2.55  1.05  1.04 9.6
B: k21/k10 Correlation, Eq. (40)
Svsten 21 X10 Vaal V1-0 B d a/a
y ) -1 -1 ° a1
(sec ) (cm ) (em ") (A) (A7)
HC1/Ar (9K) 3.8 x 10° 810 2767 2871 10.5 1.23 1.5
OH*/Ne (4K) 4.0 x 10° 9.0 x 10* 2784 2970 17.4 0.91 2.9
0D*/Ne (4K) 1.4 x 10° 1.9 x 10° 2099 2200 9.19 0.86 26
NH*/AT (4K) 6.2 x 10° 1.2 x 10° 2718 2977 16.7 0.97 3.3

e
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and v=1 + 0 rates. The two results are very consistent, indicating,
perhaps, that whatever is responsible for the enhancement of k21 relative
to klo is not dependent upon isotope. To fit these results with the
present model requires cithcer a large value of 4 or a. For A=1l, the
value of the range parameter is 10 K-I. Ne should certainly appear
more repulsive than Ar, but a factor of 2 in a is unlikely.

The NH*/ND* data for Kr can be fit with reasonable values of a and
A. The actual rates for these systems are quite high, however, and
since the relaxation of NH* in Kr is so much faster than in Ar, it may
be that the present model is not really applicable to NH*. This will
be discussed in wore detail later.

Comparison of CH,F and CD.F rclaxation in Kr suggests either a

3 3
large value for a or A. Since the vibrational mode of CDSF studied is
not its lowest energy mode, it is possible that the reporteu relaxation
rate is due partially to an intra-molecular V-V process, and that the
true V»R,P rate is somewhat smaller than reported. If this were so, the
present model would fit the data with smaller a or A values.

In summary, the binary collision model almost fits experimental
data with reasonable potential parameters a and A. Only for HC1 are

these parameters available from gas phase studies--the fit of matrix

data with gas phase parameters is satisfactory in this case.

b) Potential Parameters

For an ab initio estimate of the relaxation rate, Eq. (37), it is
necessary to calculate T which requires specification of q,- Further-
more, it is necessary to specify the range parameter, a. The choice of

q, is fairly arbitrary since the definition of a collision is somewhat



arbitrary. It is clear, however, from Table V, that q, must be small
enough co that the temperature dependence of T does not exceed the
experimentally measured temperature dependence of the relaxation rate.
For HC1l/Ar, a, should be less than 0.3 &. The probability expression is
strongly dependent on the choice of a.

The intermolecular potential between HCl and Ar has been determined
from molecular beam elastic scattering studiesﬁo and from analysis of
spectra of the gas phase Ar-HCl van der Waals molecule.31 The isotropic

short range part of the potential is described by a Morse potential:

V) = D [e-ZB(x—l) _ze“ﬁ(x‘l’]
e

x = r/re (41)

where T, 1s the position of the potential minimum and De 1s the well-

depth of the potential. The parameters LI De, and B for the potential

of Farrar and Lee30 and the two potentilals of Holmgren, Waldman, and

Klemperer31 are given in Table VII, Also given im TableVII is a poten-
tial for Ar—Ar.32 The Yorse potential can be matched to an exponential

potential of the form

v=v e?f _F 42)

by requiring continuity of the potential and its first two derivatives
at the matching point, LA The vslue of a so obtained 1s dependent upon
the mgtching point.

The point at which potentials are matched, T, can be identified
with a classical turning point on the potential energy surface. However,
since initial and final kinetic energies differ by the energy of the

vibrational quantum, the classical turning point for the entrance and
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Table VI-VII. Fit of Morse Potential to Exponential Potential for
HC1/Ar and Ar/Ar

S T S PR

a
t, &) 4.00 3.80 3.88 3.76
D, (en™ 1) 133 131 132 97.8
8 7.00 7.3 6.6 6.28
Match for (J,n) = {0,0): E = 37 cm_1
r () 3.76 3.57 3.63 1.46
v, (10 el 8.36 14.1 1.29 L0436
E, (em™ ) 151 150 150 116
a G°h 6.85 7.34 6.58 5.90
9, 5)¢ 0 0.19 0.13 0.0
Match for (J,n) = (0,1): E = 110 cm
r (£ 3.64 3.46 3.49 3.33
o 10 -1
V(10 em ) 6.76 11.5 1.29 .185
£ (™Y 170 171 172 133
a @b 5.50 5.91 5.23 4,92
R (84 0.12 0.30 0.27 0.43
hatch for average turning point: E = 1400 cm_1
T, (&) 3.16 3.06 3.03 2.82
v, 10® o™l 5.59 11.2 2.29 .672
Eo (cm_l) 327 319 319 262
a G 4,03 4.42 3.92 3.78
q, 3% 0.60 0.72 0.73 0.84
Match for exit channel: E = 2900 cm—1
T (A) 3.00 2.89 2.83 2.63
v, (10® en™h 3.61 6.88 1.43 677
3 (e} 419 414 428 348
a @H 3.87 4.25 3.75 3.64
q, 3% 0.76 0.87 0.93 1.13
2 pef. 30. U Ref. 31. © Ref. 32. $3.76 A -x .
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exit channels 1s quite different. The collision distance, q,, can be
taken equal to do =T (d0 1s the nearest neighbor separation in the
lattice) once o has been chosen. The minimum of the HCl-Ar gas phase
potentials occur at larger distances than d0 = 3.76 & for an Ar lattice.
Nevertheless, the steep rise of the potential should not be too dif-
ferent in the solid from its behavior in the gas phase, so do—rm should
be a reasonable choice for q,- The systematic error in this procedure
is to underestimate qo.

Potential parameters for matching the HCl1/Ar Morse potentials
{and Ar/Ar) to Eq. (42) at various turning points are couwpiled in Table
VII. The matching points considered are the turning point of the in-
coming channel for (J,n) = (0,0) and (J,n) = (0,1), the turning point
of the exit channel, E = hv = 2900 cm_l, and at an average energy of the
two turning points: 1400 cm-l. Values for 1, and a are dependent upon
both the matching point and the potential used. The van der Waals
‘potentials, HWK I and 1131 are perhans more suitable in the low energy
region of the well, while the potential determined from molecular beam
scattering is more appropriate for the higher energy matching points:
1400 and 2900 cm~1. No particular choice for q, and a is compelling.
For reasons previously mentioned, a small value for qa, is desirable.
Matching potentials at the turning point of (J,n) = (0,0), and averaging
9, obtained from the van der Waals potentlals gives q, = 0.16 A~-this
value has been used for numerical evaluation of T in much of this Chapter.
It is an illustrative value but not required by experimental evidence.
In this region, the repulsive parameter a 1s quite large, and scme of
the high values of a implied by the correlations of Table VI may be
partly rationalized as sampling of the potential in this region. In the

higher energy regions, a decreases to more usual values of 3-5 K—l, and



q, increases to 0.6-0.9 &. This large a valuc of q, will produce a
value of T which shows a substantial temperature effect (52 for HClfAr
between 9 wund 20 K). Perhaps u reasonable value for 49 is the average
of the turning points for e¢ntrance and exit channels. Using HWK I and
IT for the entrance channel and ¥FL at 2900 z:rn—l for the exit channel
glives q, = 0.45 A,

The ambiguity discussed here argues that qa, and a should be
empirically adjusted, and the fit values can then be compared to values

obtained from other sources.

c) Numerical Results

From the potential parameters discussed above, it is possible to
calculate T and Pkk_l, and by fitting the result to expcrimentally
measured relaxation rates, 3 value for the steric factor, s, will be

determined. From Model 3 with 9, = 0.16 3, the collision frequency for

HC1l/Ar is (Fig. 1)

T =6(5.15 x 1011) = 3.1 x 1012 gec”!

Numerical results for HC1l/Ar and DCl/Ar are presented in Table
VIII, using T as above and calculating the relaxation probability from
Eq. (36). The values marked in Table VIII correspond to choices of avhA
consistent with the correlations of Table VI. The values for the steric
factor with this choice are in the range of 10_5 - 10—6. This is quite
small by gas phase standards, but might reflect the highly particular
nature of effective collisions in the solid and the fact that collision

energies in the solid are so small that the range of geometries sampled

during a collision is limited. The small values of s may also reflect



Table VI-VIIIA. Numerical Estimation of the Steri

- a
¢ Factor, s.

1

System k(sec ') a(A™") A v (amu) P S

3 c -5 -5

HC1/Ar 3.8x10 6.7 0.36 2.48 8.2x10_70  1.5x10
v=2~+1 2.9 0.7 1.37 3.6x10_, 3.4 4
3.2 0.7, 1.37 5.6x10 ¢ 2.2x10_7
4.8 0.7 1.37 2.5x10_¢ 4.9x107C

4.0 1.0° 0.98 1.4x10 8.6x10
c -6 -6

DCl/Ax 110 6.7 0.36 4.49 5.5x10_',  6.5x10

v=2-1 2.9 0.7 2.61 2.2x10_5 160

3.2 0.7, 2.61 2.1x10_¢ 0.17 ¢
4.8 0.7 2.61 2.1x10_¢ 1.7x1077
4.0 1.0¢ 1.90 1.0x10 4.5%107"
4 -6 -3
OH* /Ne 9.0x10 4.0 1.0 0.95 4.9x10_, 6.0x10”¢
v=1+0 6.0 1.0 0.95 9.2x10 3.2x1077
16.0 1.0° 0.95 0.25 _,  1.2x10;

8.0 2.0 0.50 3.6x10 8.1:10
NH(X'T)/As 5.3x10° 4.0 1.0 0.97 4.]x10:§ 4.2x10:?

v=1+0 6.6 1.0 97 2.1x10 8.0x10

a . 12 -1
For all systems, T is taken equal to 3.1 x 10 sec .

b Collisional relaxation probability - Eq. (36).

€ a/A taken from Table VI,
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Table VI-VIIIE.

Input Parameters for Calcuiations

of Table VIIIA

System m(amu) up (amu) Hp e (amu) (1-6) v{em )
HC1/Ar 18.9 1.03 0.97 0.89 2767
DC1/Ar 19.2 2.11 1.89 0.87 2029
OH* /Ne 9.2 1.06 0.94 0.89a 2970
NH/Ar 10.9 1.07 0.93 .0-87 3131

2 The local mode frequency for NH/Ne
is set equal to that of HC1/Ar.

is unknown.

The factor (1-G)
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an overestimate for T, due to a value of 9, that is too small. Choosing
a larger value of 9, will reduce T (see Table V) and allow a larger
value of s, However, as a, decreases the temperature variation of T
increases to, perhaps, too large an extent. The choice of a = 2.9 K_l
and A = 0.7 corresponds to the best values derivable from gas phase
studies of HC1/Ar V -+ R,T relaxation.27 This leads to steric factors
in excess of unity. However, for a slight increase of a to 3.2 3_1,
we2l within the range of fit to the gas phase results, the value of s
decreases to 2.2 x 10-3. The gas phase steric factor is estimated to
be 0.025, and the gas phase data, as with the matrix data, can be fit
with a fair range of potential parameters. It is encouraging, however,
that the range of parameters that fit the gas phase V + R,T data over-
laps the range that fits the matrix V -+ R,P data.

Also presented in Table VIII are fits to the V » R,P data for

6 The collision frequencies ', are taken equal

OH*/Ne43 and NH(XBE)/Ar.3
to that for HCl/Ar. For OH* the local mode frequency is unknown, so
(1-G) 1s taken equal to 0.89, which is the value for HCl/Ar. For

OH*/Ne values of avA consistent with Table VI lead to steric factors

that are 10'6 - 10_7. This 1s due to the large relaxation probability

caused by a very short-ranged potential with a 8 5_1. For more normal
choices of a, 4-6 3_1, the steric factor is in a range consistent with
those of HCl and DCl. For NH/Ar, a local mode of frequency 110 cm_1 is
assun- 1 since the local mode frequency has not been measured. The value
of 110 cm-1 is obtained from the 73 cm_1 local mode frequency of HCl/Ar,
assuming the NH-Ar and HCl-Ar interactions are equal so that the ratio

of NH/Ar to HC1/Ar local mode frequencies is (MHC1/MNH)k’ where M is the

molecular mass. Hence, (1-C) = 0.87. No correlation is available from
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Table VI. A choice of a = 4 3'1, A=l leads to a steric factor consis-

tent with the HCl/Ar results.

A term [l-e_ZﬂZJ was dropped after Eq. (33). For the data of

Table VI1I, the sct of values with the smallest valuc of 2z is OH*/Ne

with a = 16 R—l. Assuming a value of 70 cm_] for the local mode

frequency leads to a value of fl—e_Z"z] = 0.67--a 30% error in the

calculated steric factor. 1In view of the range of possible fits, this
factor is unimportant. For HC1/Ar, the value of the dropped factor is

greater than 0.99.
It is amusing to calculate the V - R,P rate predicted by the binary

collision model for CO/Ar. As a guess, a = 4.0 Z_l, and A = 0.7, so

Mg » Mg = 21.0, u+ = 10.6 amu. The spectroscopic parameters areAa
ve=2138 ™', B=1.93 e}, v = 80 e}, so G(0,0) = 0.14. Then,

1.0.0 = 1.3 x 10—18, and for a collision frequency of 3.1 x 1012 sec
L] L
6 -1

and a steric factor of one, the calculated VR rate is 4.1 x 10~ sec .

This is much slower than the radiative decay rate of CO/Ar, 70 sec_l,AS

¢ = 6.86

-1

and is unobservable.

d) Physical Notions

According to the present model, relaxation is due to sampling of
the guest-host potential far from the guest equilibrium position. The
forces responsible for spectra: rerturbations on the guest (see Chapter
LII) act near the equilibrium position of the guest and are not respon-
sible for relaxation. Vibrational relaxation is a dramatic event:
large amounts of cnergy must be transferred from intramolecular vibration
into degrees of freedom with much smaller characteristic energies. This

requires a force which has Fourier components at the guest vibratiomal
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frequency--such a force must vary rapidly. The exponential repulsion
experienced upon c¢lose guest-host encounter is such a force. During
such an encounter, the potential experienced by the guest is totally
dominated by the particular host atom with which it collides. The
presence of the other atoms in the crystal becomes a small perturbation
to the puest-host interaction during close encounter and the collision
can be described in terms of a binary encounter; that is, with a gas
phase potential. This is the physical explanatién justifying the use
of the binary collision model for relaxation in the solid.

The validity of IBC theory in liquids has been a matter of some
debate.33 Zwanzig10 has shown that for vibrational relaxation in
liquids, the effect of interference between collisions scales as T/v.
For the present systems, T ~ 3 x 1012 scc-1 and v > 3 x 1013 sec_l, 50
collision events should essentially be isolated and binary. Davis and
Oppenheim33 have argued that for vibrational relaxation in liquids,
collisions most effective in inducing vibrational relaxation involve
large velocities, and since velocity equilibration may take a few
collisions, effective collisions will occur in groups of two or three.
The situation where velocity is due to harmonic motion within lattice
phonon modes, however, 1s somewhat different than in liquids, since
velocity will change on the time scale of oscillation of the normal modes
which is actually a shorter time than the mean time between collisions;
hence, Zwanzig's analysis should be correct for solids. In any event,
Davis and Oppenheim suggest that even in liquids, interference effects
between collisions should be negligible for vibrational energies

exceeding 700 em T,
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For a V=R transition with a change in rotational quantum number AJ,
the potential causing the transition must have a term in its series
expansion corresponding to a AJth order Legendre polynomial. At a
lattice site of high symmetry, terms corresponding to high order
Legendre polynomials have very small amplitudes or are obtained only by
high order perturbation theory. When the guest is displaced by an
amount q0 from its lattice site, however, it is in a position (Rmin’
emin) of lowered symmetry where cxpansion of the potential may have
larger amplitudes for terms of high order Legundre polynomials--hence
VR processes are favored away from the equilibrium site.

From Fig. 2 it is apparent that relaxation of NH* and ND* in Ar
and Kr are the faslest points, and that relaxation of NH* in Kr is an
order of magnitude faster than relaxation in Ar. As will be discussed
below, an increased relaxation rate in Kr is not predicted by the binary
collision model. Goodman and Brus34 have suggested that relaxation of
NH* and ND* in Ar and Kr proceeds via chemically interacting ArNH* and
KrNH* species and that relaxation is more rapid in Kr because the larger
polarizability of Kr compared to Ar produces a stronger attractive inter-
action. More recently, Goodman and Brus35 have studied OH* in Ar, Kr,
and Xe matrices and find that relaxation is too fast to be measured
(>107 sec_l). They interpret their results in terms of a chemically
interacting species in these matrices. The attractive interaction be-
tween OH* and Ne is weak, however, and OH*/Ne behaves like a freely
rotating system instead of a van der Waals molecule.35 The more rapid
interaction in Kr and Xe matrices than in Ar is indicarive of an attrac-
tive interaction which is not described by the present binary collision

model, which requires a repulsive interaction. Strictly speaking, then,
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relaxation of NH* may be outside ihe domain of the prescnt model. Curve
b of Fig. 2 is the correlation of data points neglecting the NH* points.
The relaxation of NH(X3Z)36 is much slower than that of NH(A3H), however,
and as can be seen in Fig. 2, is close to the HCl results. For NH(X3Z)

the repulsive forces may dominate relaxation.

e) Temperature Effects

The temperature dependence of the relaxation rate arises from T
and from the thermal average of P, Eqs. (9) and (37). These are equi-
valent to the stimulated phonon effects and the J-level dependent ef-
fects discussed in Chapter V.

The temperature dependence of T is weak, as has been discussed in
Section B.2, above. Its correspondence to stimulated phonon processes
is now discussed. For an exothermlc phonon assisted process, the rate

huw/kT -1

1s described by R = R (1+n), where n = [e -11 7 is the phonon

thermal occupation number. For small T,

R = Ro(1+e"““’/“) (43)

For the collision model, assume only one phconon mode is important.

s 2
Then, the temperature dependence is due to ¢~ where, at low temperature

2 A . /KT
0" = 5 cotn(sz) 2M —(1+2e +.o.0),

The collision frequency becomes (note that v is independent of T when
only one phonon mode contributes to T):

2 2
-4, /20
ve

—
1

2 2
~Moq /A 29 “Mw
ve  ° (14— T, (44)

]



344

The forms of Eqs. (43) and (44) are similar. If 2qo2 is the maximum
amplitude of the phonon mode of frequency w, then ZqOZM /M = 1 and Egs.
(43) and (44) become identical. In reality, | is due to a sum over many
phonon modes--its tcmperature dependence is duz to the sum of phenon

temperature effects for many modes.

k-1

Kon.J is due to the G(n,J) term.
3Ny

The temperature dependence of P
Physically, this is due to the fact that increasing rotational and
translatjonal excitation of the guest increases the initial collision
velocity. The dependence of P?,n,J on {(n,J) for HCl and NH(X3Z) in Ar
is illustrated in Table IX. The rotational spacing of NH(Xaz) in Ar
is taken from Bondybey and Brus.37 The value of av/A has been taken from
Table VI for HC1/Ar. For NH/Ar, the value used is also 4.0 3—1. The
temperature dependence decreases as a/A increases. For HCl/Ar, the
predicted temperature increase is a factor of 1.6 between 10 and 20 K,
in reasonable agrecment with the observed ratios of 1.5 and 1.3 for
v=2 + 1 and v=1 » O relaxation. For NH/Ar the temperature dependence
is a factor of 1.8 between 10 and 30 K. Bcndybey,36 however, experi-
mentally observes that the relaxation rate incrcases by less than a
factor of 1.1 between 4 and 30 K, so the temperature dependence is
overestimated.

The calculated ratio of vibrational relaxation from J=1 to that
from J=0 is in accord with the experimental observations {or HC1l/Ar,
presented in Chapter V. The ratio of kJ=1/kJ=0 was, from the data pre-

sented in Chapter V, with each kJ assumed temperature independent, 2.7-

2.0 for k21 and 2.1-1.7 for klO' From Table IX, the predicted ratio

is 1.8,



345

Table VI-IX. Level Dependent V-K Relaxation
Probabilities and Temperature Effects

HC1 (v=2-1) /ArS NH(x E), (v=120) /ar®
(n,J) © Gn,) ggg:g;b (n,d) g—g%:b‘—;b
0,0 0.11 1.00 0.13 1.00
0,1 0.14 1.80 0.17 2.23
0,2 0.19 4.80 0.22 6.05
0,3 0.24 12.8 0.29 24.5
1,0 0.20 5.84 0.23 7.39

Boltzmann Averaged Probabilities: P(T)/P(0)C

10K 20K 30K
HC1/Ar 1.20 1.85 2.67
NH/Ar 1.11 1.45 1.98

a Parameters used: a = 4.0 A 7, A = 1.0 for both systems. HCl/Ar:

w. = 73 cm‘l, B = 10.5 cm‘l, v = 2767 cm_l, d=1.23 A, vp = 1.03 amu,

m = 18.9 amu; NH/Axr: w = 110 cm—l(estimate), B = 16.7 cm_l, v = 3131
= 1.07, m = 10.9 amu.

-1 5
em , d = 0.97 A, YR

b From Eq. (38}.

€ From Eq. (37). TFor HCl/Ar, Q(T) is given by Eq. (v-3). For

NH(X3E), Q(T) is calculated from energy levels of Ref. 37: Q(T) =
1+ 32-24/kT + 2e-83/k1 + 32-104/kT ...
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A large local mode frequency, Vs leads to a small temperature de-
. 2. R R
pendence, since o is dominated by contributicvns from B and the onsct
of stimulated phonon processes in the local mode occurs at relatively

high temperature. For large v, G(n,J} is duminated by the contributions

L?
from the zero point motion of the local wmode, and effects of excited J
states will be small compared to the local mode zero point motion.

The main conclusions of this section are qualitative. Quantum
effects such as zero point motion and Boltzmann distributions heavily

welghted toward the ground rotational-translational state prevent V - R,P

rates from being strongly temperature dependent.

f) Effects of Host Lattice

The present model predicts some effects as the host lattice is
changed. 1In matrices, the vibrational frequency changes very slowly
from host to host so the overall order and Vv/cP factor that dominates
‘the probability factor will not change much. Furthermore, rotational
spacing should not change enough to influence the Boltzmann factors
and G(n,J) factors of Eq. (37). The host matrix will influence T by
way of 02 and q- In going from Ar to Kr, the delocalized lattice
frequencies decrease, since hmD = 64 cm_1 for Ar and 50 cm_1 for Kr;
thus 02 will decrease slightly. The Kr lattice parameter is larger
than that of Ar, and hence q, should be larger for Kr than for Ar. Both
of these effects reduce the magnitude and increase the temperature de-
pendence of T. The probability expression will be affected by a de-
crease in the repulsive parameter, a, from Ar to Kr. This will reduce

the value of the collisional relaxation probability.
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All of these effects are smail, and relaxation behavior in Kr
should be very similar to that in Ar. All effects which do vary
between Ar and Kr do so in a way that decreases the relaxation rate and
increases its temperature dependence. In particular, the vibrational
relaxation of HCl in a Kr matrix should be slower than in Ar, and should
exhibit an increase in relaxation of more than a factor of 1.7 between
9 and 20 K. Unfortunately, values for the HCl-Kr repulsive parameter
in the gas phase are not available, so a more detailed prediction cannot
be made. The large increase in relaxation rate of NH* in Kr compared to
Ar 1s in discord with the conclusions of the present model. As mentioned
previously, this suggests that NH* vibrational relaxation is due to

. 34
attractive forces.

£) Extension to Other Media

It is interesting to speculate and compare the present model with
models of vibrational relaxation in gas and liquid phases. Relaxation
is usually considered a collisional phenomenon in the fluid phases
and the Mott-Jackson probability expression used in the present model
is the basis of relaxation theories in other phases {for example, SSH
theory38 in the gas phase). In low pressure gases, collisions are binary
and are described by standard gas kinetic theory. The status of binary
collision theory in dense gases and liquids is still a subject of debate.33
In liquids, however, a cell model for collision frequencies is often
successful.39

Recently, Delande and Gale40 have measured vibrational relaxation

rates in low temperature solid, liquid, and gaseous HZ' The results are

successfully interpreted in a binary collision model, with the density
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dependence predicted by the cell model collision frequency expression.
Brueck et al.l'1 have mcasured relaxation cof CH}F (zj) in liquid Ar and
02. If their results are intcrpreted in a biosary collision model, their
collisional relaxation probability is within an order of magnitude of
measured room tcmperature gas phase relaxation prohubj]iLims.A]
Neither of these studies speculate on the physically determining
features of the relaxation probability. Tt 1is possible that rotation
is important, and that this could account for the observation of only
one order of magnitude variation in relaxation probability of CH3F
between 300 and 77 K.

It would be very satisfying if binary collision formulae could be
smoothly extrapolated from one phase to another. In a bipary collision
model, the probability expression should be independent of phase. The

collision frequency should, however, vary from phase to phase. In the

4
liquid phase, the cell model collision frequency is

1
(8kT/mM)” 45)
-a]

cell . -1/3

[p

where M is the molecular mass, p is the number density of the host

medjium, and ¢ is a hard sphere collision diametcr. When p—1/3 >> g,

Eq. (45) reduces to the standard gas phase collision frequency. Equation
(45) predicts a collision frequency which varies as T%. The high tempera-
ture limit of the solid phase collision frequency, Eq. (9), is independent
of temperatu.e. In no regime can the temperature dependence of ' be made
tro be T%. Thus, solid phase collision frequencies do not extrapolate

to the liquid phase, This may reflect a fundamental differcnce between

solids and liquids; solids have long-range order which produces well-

defined phonon modes, liquids have only short-range order.



5. Summary and Conclusions

Vibrational relaxation in solids has becn treated from a binary
collision viewpoint., The collision frequency is determined by the motion
of a guest and its nearest neighbor due to lattice phonons. The phonons
dominant in determining the collision frequency are the high frequency
phonons--especially a localized mode when it is present. Due to the low
temperatures in matrices, the higher energy phonon modes are dominated
by zero point motion and the collision frequency varies very slowly with
temperature. The collision frequency is close to the 1--a mode
frequency.

The relaxation probability is determined adequately >y gas phase
repulsive interaction parameters. The probability depends slightly on
initial quantum state of the relaxing guest. The temr rature dependence
of relaxation is small since at low temperatures onl: the ground
quantum state is strongly populated. Inclusion of -n effective reduced
mass, uf, introduces rotation as an energy accept® ; mode, and the cor-
relation of Legay12 suggesting the dominance of 1 .tation as an accepting
mode is confirmed.

The theory works well for HCl and DCl in solid Ar. Gas phase
repulsive potential parameters describing V - «,T relaxation27 approxi-
mate the values implied by the matrix resul .. It is necessary to postu-
late a steric factor, and the magnitude of this, 10_2 - 10_6, reflects
the precision of the geometry necessary f.r collisions effective in
vibrational relaxation. The value of th: steric factor is a bit low and
is affected by the choice of 9, As q, increases, I decreases, and s
increases, becoming more conventiona’ in magnitude: 0.1-0.01. As 9,

increasus, however, the temperature Jependence of T increases and he T

349



dependence predicted by the model increases. Hence, in choosing para-
meters to match experimental results, a, should be taken large to
produce reasonable values of s, but not so Jarge as to predict a large
temperature dependence for T', and hence for the vibrational relaxation
rate.

The fit for other molecules is less succrssful. Tn particular,

the enhancement of the NH* relaxetion rate in Kr is not predicted--it

. . . . . 34
is likely that relaxation of §H* 1s dominated by attractive interactions,

and so is outside tke realm of the present modcl., The OH*/Ne and
CHBF/Kr data can be fit to the present model, but require repulsive
parameters, a {or anisotropy factors, A) larger than usual for gas phase
interactions. This may be due to the inapplicability of the present
model to OH* (attractive inicractions?) and CDJF (intra-molecular V=V
processes?), however. It would be desirable to nave more data for
closed shell diatomic systems, such as HCI] and DCl1 in Kr and Xe, and

HBr in the rare gas matrices, fo more critically cvaluate the success

of tlie present model.

The model has some shortcomings*® The concept of a collision is
somewhat arbitrary. In particular, the checice of qg is arbitrary. Tte
actual calculated values can vary over several orders of magnitude.
Small changes of a or A, which appear in an exponent, necessitate large
changes in the steric factor, s. The conceptual framework of the binary

collision model is quite appealing, howaver.

G. Golden Rule Formulation of V»R Rates

Two theoretical treatments of VR relaxation in solids using the

golden rule formalism of time-decpendent perturbation theory have appeared

350
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recently, In both treatments, the guest occupies a lattice site and the
force responsible for trancitions is the sum of forces over many
neighbors. For thc large changes of rotational quantum number which
occur in V»R relaxation, a large anisotropy in the inter-molecular

potential is necessary.

1., Theory of Freed and Metiu

Freed and Metiu46 have constructed their model to rationalize Legay's
correlation, Eq. (6), and to agree with experimental observations of very
slight temperature dependences for relaxatjon rates. The role of phoncns,
lccalized and bulk, is explicitlv neglected except that phonons provide
a density of final states for the relaxation process. The interaction
force 1s taken to be linear in the iutrameolecular vibrational coordinate,

and to have an angular dependence given by:

F(¢) = § F, coc{nké) (4u)
k
k
where ¢ is the rotational coordinate of the guest (diatomic) species,
n is 2 symmetry number for the lattice (4 for a planar cubic lattice, 6
for a planar hexagonal lattice, vtc.), and Fk is an expansion coefli-
cient that presumably decreases rapidly with increasing k. The force

of Eq. (46) 1s also fit to a ruon parameter form:46

F(¢) = v, exp(acos nd) 47

In this expression, Vo and a (nct to be confused with the a of Eq. (6))
are adjustable parameters, A gencral expression for relaxation is ob-
tained from the golden rule taking matrix elements of free plane rotor

states of the force of Egqs. (46) or (47).1'7 A change in rotational



quantum number is caused by a high order term in Fq. (46) such that

£J = nk. In the limit that T:0 and &J/n = k ->» I, the yelaxation rate
is
Vr2
2! Do enpl oy (h#)
2yhs v
.2 2l
= {1n¢( i ) -1 (49)

where v, w, and B are the puest reduced mass, anpgular vibrational
frequency, and vibrational constant. Equation (48) is analngous Lo
Legay's correlation, Eq.(6). The value of v, however, depends sub-
stantially on (w/B), and hence on the identiry of the guest molecule.

Freed, et al.48 have evaluated the force of Eq. (46) as a sum of
Morse potential interactions between cach arom of the diatomic guest
and every atom of the lattice--such sums necded more than 250,000
terms for convergence to 1% precision. In this sum, contribulions of
order k arise from the kth and more distant shells of neignbors.  For
HC1/Ar, then, with AJ = 16, and a cubic lattice with n=4, relaxation
is due to forces from the fourth nearest shell of neighbors--atoms
closer than thils are not arranged with enough asymmetry to cause re-
laxation with laerge AJ. The decrease of Fk with k is a consejuence
of the distance of the kth shell of neighbors.

Tae calculation of "he interaction forceas verified that Eq. (47)
is a good approximation to Eq. (46). Using a pseudo—(Ar)2 guest in a
cubic Ar lattice (n=4), values of a = 0.9 and Vo =1.33 x 10_3 erg/cm
best matched Eq. (47) to Eg. (46).4S

With these values, we may substitute parameters for HC1/Ar iato

Egs. (48) and (49). The predicted O K relaxation rate is 1.1 x 1010



sec_l, six and a hal{ orders of magnitude faster than the experimental
result. Ghe ratio of HCl ta DCl relaxation is, however, calculated to
be 45--in very good agreement with the experimentally observed ratio of
35. Freed et al.(‘B comment that since (Ar), is rather bulhky, VO is
probably much larger than for real guest molecules, and this may partly
explain the calculated rate for HC1/Ar.

Equation (48) is similar to Legay's correlation, but the value of
y changes so " .t a plot of ln(k) vs (w/B)H is not lincar (sce Fig. 2
of Ref, 46). The temperature dependence of the model of Freed and Metiu
is difficult to describe--for (w/B) in the range below 300, extrapola-
tion of trends from Fig. 1 of Ref. 46 suggests that there may be a small
but noticeable temperature effect. The absolute rate calculated for
HC1/Ar by Eqs. (48) and (49) is too hiph, but V0 could be severely over-
estimated. For realistic systems of perturbed rotors and distorted
lattice sites, values of k less than Al/n may be effective for relaxation,
however, and then the Fk's for smaller k would contribute, increasing the
Telaxation rate relative to that of a free rotor.

This model produces semething akin to Legay's correlation. It may
greatly over-simplify phonon and symmetry cifects, and that may be

responsible for the problems with the theory when it 1is subjected to

close scrutiny.

2. Theory of Gerber and Berkowitz

Gerber and Berkowitz have also treated relaxation by a golden rule
formalism, and they take explicit account of the role of phonons. 1In
their first paper49 it is shown that local phonon modes are more

important as energy acceptors than delocalized modes. Im a subsequent
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paper, relazation rates are calculated for DE and N in Ar. In th

calculation, anly nearvet oo, ebbor forees arce (ousideresd and an ezpon-

ential repulsive interaction is assumed; the solecalar eigenstiates are
considered as free rotor states. The calculations show that the dom-
inant relaxatlon channel produces as larpge a AJ as possible consistent
with an exothermic process, and the residual cnergy s emitted as
localized phonons and up to once bulk phonon. The details of the calcu-
. 50 . oy
lation are refercnced to a future paper; in particular, the origin ot

wary to produce a Jarge U] ois not discusooed

the large anisotropy ucce
in detail; it is partially due to the anisotropy of a heteronuclear
diatomic guest. The calculated non-radiative lifctime for NH/Ar is
within a factor of 2.2 of the measured value--excellent agreement.

The temperaturc dependence in this model is duce to stimulated
phonon processes and J-lcvel dependent relaxation rates. Since only a
few phonons are produced, stimulated phonon processes do not produce
observable temperature cffects over the range 0-30 K. The relaxation
rate of Nl, J=1 is calculated to be 28 times faster than relaxation of
J=0, ¥rom the measured cnergy of J=1 of NH/Ar, 24 cm_],37 the relative
populations of J=1 and J=0 at 30 K are 0.49 and 0.51 (neglecting J=2).
The contribution of J=1 to the relaxation rate cannot be neglected at
30 K, and the rate predicted at 30 K is 14 times that at 0 K, in which
all population resides in J=0. Thus, in spite of the claim to the con-
trary,so this model yields a substantial temperature effect for NH/Ar,
in disagreement with experiment.

No general correlation equivalent 'to Eq. (6) arises in this model,
and the bulky relaxation expression shownSO does not appear amenable to

simple evaluation for a variety of systems. Much of the computational
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detall has not yet been | csented, however. In any event, the calcu~

lated 0 K relaxation rate of NH/Ar is in excellent accord with experiment.

D. Comparison of Theories

The salient physical features of obscrved non-radiative decay rates
in solids are: 1) For hydride/deuteride systems, an cnergy gap law is
violated since the hydrides relax more rapildly than deuterides; and 2)
Measured rates show a very weak temperature dependence, increasing by
less than a factor of two between 9 and 20 X, if they show any tempera-
ture dependence at all. The multiphonon theories cannot explain both
observations simultaneously, as was illustrated for the case of HCl/Ar
in Section A. By postulating rotation as the accepting mode, the ob-
servations are qualitatively exp]ained.n'”'l‘3 The theories presented
in Sections B and C differ in their physical viewpoint, and are compared
below.

In the binary collision model, the potential responsible for re-~
laxation is the short-ranged repulsive interaction bntween the guest
and a host atom dominant upon close encounter, by analogy to the gas
phase. 1In the solid, the potential around the guest equ?librium posi-
tion is quite flat and hence would not contain Fourier components large
enough fto cause vibrational relaxation in an impulsive process. In the
golden rule formulation, the potential responsible for relaxation is
that acting at the equilibrium position of the guest. The force acts
continuously, instead of occasionally as in the binary collision model.

Both types of model require large anisotropies to induce large
changes of AJ necessary in relaxation. In the binary collision model,
the anisotropy is due to the displacement, 9, to a position at which the

site symmetry is destroyed and to the ron-spericity of the guest molecule,



which {s introduced by means o1 the eftective reduiod mann o, which
combines translational and rotatijonal rediuced waiecea,  In the polden
rule formulations the ani~otrapy aryoe . fros the Yattioe an well. n

[‘{) . . .
u the ani orropes jo e e repadag

the theory of freed et Mo
arrangement of distant shells of Jattice sites- —hence relaration (5
caused by forves excrted by distant neiphbors.  The anmysatropy in the

.50 .
model of Gerber and Berbowitz 1 partly due to the anioorropy of o

heteronuclear gnest molecule, Jince the different aror of the paca
sample dif ferent ranges of interactions with Lhe nearcst neipghbors of
the lattiece. This picture in in accerd with that producing the effec-
tive reduced mass. betailed diveussion of the full natnre of the
anisotropy in this model has not vet been presented.

The binary cullision mndel and Yreed and Metiuv's mnd0146 sLrive
for simple forms which illustrare Lepay's correlation, and in appro-
priate situations the correlation caa be derived in these theories.
Freed and Metiu's version of the corrclation, Eqs. (48) and (49) exhibits
a more complicated dependence of k on Jr than Eq. (6), however. The
theory of Gerber and Berkowitzso requires a fair amount of computational
effort and a general correlation such as Eq. () has not yet emerged.

The binary cellision model is intended to give a rough estimate of
relaxation rates and to coerrelate data for similar types of systems.
For HC1/Ar, use of paramecters that describe gas phase V-R,T relaxation
works well for the solid. There are unknown factors, such as the steric
factor and 95> vhich allow substantial manfbulation of the calculation
to fit experimental resulis. VYree  and Meéid‘s theory has the same goal

of providing rough estimates and correlations. It seems rather un-

reasonable, however, that the forces inducing relaxation arise from thc



fourth neighbor shell, Even so, the rate alculated frem their model
seems high. Perhaps the neglect of more local anisotropies in the

nearest neighhor shell or in the guest itself is a serious omission. The
wodel of Gerber and Berkowltz is quite detailed, aud if accurate potential
data is available, it may do very well in calculating relaxation rates.

49,50 .
it appears that cach evaluation

Based on what has heen published,
of & rate for a new system is a complex calculation, however. Hence,

it is difficult to apply their model. It is perhaps too early to com-
ment on their model In great detail.

One of the appealing features of the binary collision model is that
it can be extrapolated from the »1id phase to liquid, and pascs. Tt
shows that the physical notions deminating the relaxation process are
independent of phase and are primarily duc to close bimolecular forces.
The physical picture of relaxation of the binary collision model is
quite different from that of the golden rule theories. A unification
of the two viewpoints would be satisfying. Mukamel51 has observed that
the collision frequency, T, of the binary collision model has a similarity
in form to phonon coupling parzmeters that arise in the multiphonon
theories,1~8 and that this may be the link between the binary colli~
sion model and a golden rule formulation. 7Tt will be interesting to

see how the theory of V+R relaxation in solids develops.
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APPENDIX A

RELATIONS AMONG FINSTEIN COEFYICIENTS, TRANSITION
MOMENTS, ETC., IN GASES AND DIELECTRIC MEDIA
The Einstein A coefficient can be written in a Fermi golden rule

type expression

N 10

= Z L) )

where u is the molecular dipole transition moment, g 1s the electric
field due to zero point fluctuations of the vacuum responsible for
spontaneous emisslon, and p{e) is the number of photon states at energy
e=hv for a transition of frequency v. When the molecule is placed in a
dielectric medium of refractive index n = %?, where € 1s the dispersion-
less dielectric constant, Iulz, IEIZ, p(e) and the transition frequency
v may change. In particular, p(c) is proportional to the volume of

1
momentum space occupled by photon states of energy hv: this is pro-

portional to p3 = (hwn/c) . The ratio of IEIZ in the dielectric to the

gas is
2 2 2
Borr| _ |Ferr) |%s
E E E
g s g
where Eeff is the effective field acting at the site of the molecule and

Es is the bulk electric f.21d4 in the dielectric. The field E is calcu-

eff

lated by forming a spherical cavity at the site of the molecule and
calculating the field at the center of this cavity due to polarization of

the remainder of the dielectricz, and is



367

FZ = (Pffg)z E 2
‘of f 3 K2
The ratio of fields in the dielectric to vacuum is fEt/En! = 1/n.
S
Finally, allowing o and » to bLe dependent on cnvicoment, all the
factors relevant to Eq. (17 can be collected, and the ratio of A in
the dielectric(s) to the pas iw
A 2. U Iz’.r 3
_Ss _ n(ﬂ.f@) h s )
A 3 U v
g 8 g

7
The ratio of A and B coefficients in a dielcctric is’

_ Bshv’n’
o]
80
2
I
B_s. _ L (11212—)2 EEL’) (3)
E -2 O3 l“'
g 0 8

Strickler and Bcrg3 give the expression for the integrated molar
extinction cocfficient ¢(v) in a diclectric as
_ 2303¢ [ e(v)dv
hnN v
where N is Avogadro’s number. Converting to absorbance, a(v) = 2303
3 .
e(v)}/N, where concentration is now measured in number/cm”, and assuming
a narrow absorption line so that Av << v, gives the expression for the

integrated absorbance, in units of cm/moleculc:

hnv

A= [ a(vidv = ~ B (4)



The ratio of integrat - d absorbances in solid and gas is given by

Eqs. (3) and (4):

=

2
si .

o]

This reduces to the result of Pole and Wilsona when v, = vg and ug = ug.

For completencss, the rel.tion between A and A in a dielectric is

awvz 2
A=A (6)
c
All of the above treatment neglects any effects due to polarization
of the dielectric by the guest molecule. Fulton5 has formulated the
problem to include such effectsy. The difference betwveen his more exact
treatment and the present results should be small.6 The present results
are accurate for a reasonable estimation of the changes in radiative
lifetime and absorption coefficient when a molecule is taken from gas

phase to a solid.
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APPENDIX B

DIPOLE~DIPOLE ENERCY TRANSFER:  CONVOLUTiON
FROM DORXOY TO ACCEPTOR POPULATION
This is a mathematical appendix in which Egs. (IV-24) and (1V-27)
are derived. The rate eguations, Eqs. (TV-22), (1V-23) and (1V-26)
are valld when acceptors are concentrated enough or relax rapidly

enough so that acceptors always appear unexcited to donorn.

Equation (1V-24):

We start with Egs. (IV-22)} and (IVv-23). Let

~k At

nA(t) =l e ° 1)
Equation (IV~23) becomes

= kET(t) n“(L)

-2
(atbt ™ %) nD(t) (2)

This can be rearranged in integral form
t o koAC
ne) = | (atbe™?) njCe) e ° dE 3
o

The behavior of nD(t) is given by Eq. (IV-21). Equation (3) becomes
t
-k 4
n(t) = 0 (0) [ (atbf ) exp[(koA—koD—a)£~ 2bE ] dg

Let p =k

36



Then, after straightforward nanipulation

lfH'b/p
m (0) 2 P 2
n(t) = »Ji'« e (b/p)" | 2 ve 7 dv
b/
pYtb/p Y 3
+ (b - 3%) [ e dy )
P Jasp
The integrals in Eq. (4) are
[
2 2 2

ye ¥ ay = 1™ ) (s)
a
8 K .

e 7 dy = 5 Yilerf(8)~erf(c) ] (6)
a

where erf is the error function.1 Performing the integrations in E¢. (4)
and recalling Eqg. (1) leads to the final resull, Lg. (1V-24).
4 special case of Nq. (IV-24), the limit of no diffus.on (case A,

page 211), has been derived by Birks.2

Equation (IV-27):

Let
~k, .t
n () = n(e) e 2 (7

Then, Eq. (IV-26) becomes

dan _ w4 . ~s

ar LZII\U El (k21 - klO - a-hbt )y (8)

kot

where nz(t) = Noc has been used. Equation (8) is solved by

3
reduction to quadrature.”
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t
n(e) = o) & 4 o7 [ exple(£)] dg 9
o

t 1
= - _
e(t) = JD (atbz * + ki gkyy) 42
= thlé-qt (10)

where q = kZl - kIO - a.

The integral of Eq. (9) is evaluated w th the substitution

w=q¢ - b/Yq

to give
e , [ e,
[ explc(£)] dg = e /9 % J we™  dw
o —b//a
Yqtb/q
2b -wz
+ 3—/2 e dw {11)
1 b//q .
AY

The integrais in Eq. (11) are given by Egqs. (5) and (6). Combining

Egs. (9) - (11) and recalling Eq. (7) gives the final result, Eq. (IV-27).
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Appendix C. Properties of Some Guest Molecules
u>cl p¥c1 124164 Ref.
Gas Phase:
o, (el 2991.0 2145.2 2169.8 1,2
TR (ca™d) 52.85 27.18 13.29 1,2
B (o) 10.59 5.49 1.923 1,2
Dipole moment (D) 1.11 1.10 0.13 3
Lennard-Jones
parameters: e/k (K) 360 (360) 100 4
o (A) 3.3 3.3) 3.8 4
Soa1 (10718 ca/moreculs)?  5.52 2.7 10,6 5,6,7
Sgag (1071 imémolecule)a 152 043 084 5,6,7
Ay (sec D) 23.9 10.5 30.3 3,9,10
Ay, (secThHP 2.82 646 1.0  8,9,7
Ay (sec™HHP 63.7 19.1 8,9
Ar Matrix:
w, (em™ 1y 2974 2133 2165.1% 11,12
0 %, (cm‘l) ) 52 27 13.29 11,12
Local mode {em ) 73 72 80 13,14
8grc &) B .093 .059 15
Linewidths (cm ), 9K
R(0), P(1) 1.1 1.1 0.47% 11,14
R(1) 10 1.5f 16,11
Linewidths (cm ') 23 K
R(0), P(1) 2.4 2.7 5.8 11,17
(D) 10 2.9 16,11
Boltzmann factors
9 K J=0 .B31 .598 11
J=1 .165 .363 11
3=28 4.3 x 107> 0281 " 11
9.89 x 10
20 K J=0 467 .305 11
J=1 412 443 11
3=28 .106 -139 11

. 0694
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Appendix C Footnotes

a Absorption band intensity.

b Einste!n A coefficient.

€ Calculated from corresponding absorption coefficient,

d Dubost and Charneau, Refl. 12, use a matrix vibrational shift and
the gas phase W This is equivalent to, and is presented as, a matrix
dependent W )

e . .
Linewidth for non-rotating CO monomer.

£ Linewidth for T, ~+ T transition. The width for Tlu + E
may be about 3 cm'l, but™® $/N is low. &

 For DCl, J=2 is split into T, and Eg' Upper Jevel given is

T, , lower level is E . 2g
2g g
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