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ABSTRACT OF THE DISSERTATION

Computational Methods for Exploring Nucleosome Dynamics

by

Anton Polishko

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, June 2014

Dr. Stefano Lonardi , Chairperson

Nucleosomes are the basic elements of DNA chromatin structure. Not only

they control DNA packaging but also play a critical role in gene regulation by allowing

physical access to transcription factors. In addition to providing the positions of nu-

cleosomes and the occupancy level it is becoming more and more important to resolve

possible overlaps, extract additional information about nucleosomes like the probability

of placement, and determine whether they are well-positioned or fuzzy in the sequenced

cell sample.

In this dissertation, we address some of the computational issues associated

with the analysis of sequencing data enriched for nucleosomes. We propose two novel

algorithms to create nucleosome maps, for single- and paired-end sequencing data re-

spectively. Then, we study the problem of aligning these maps.

The first method, called NOrMAL, is based on a novel parametric probabilis-

tic model of a nucleosome. Expectation maximization is used to learn the parameters

of a Gaussian mixture model. Extensive experiments on real and synthetic data shows

that our method can produce very accurate maps, and can detect a larger number of

nucleosomes than published tools.
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The second method, called PuFFIN, takes advantage of paired-end short reads

to build genome-wide nucleosome maps. In contrast to other approaches that require

users to optimize several parameters according to their data (e.g., the maximum allowed

nucleosome overlap or legal ranges for the fragment sizes) our algorithm can accurately

determine a genome-wide set of non-overlapping nucleosomes without any user-defined

parameter. On the real data PuFFIN detects stronger associations between nucleosome

occupancy and gene expression levels compared to other tools, which indicates that our

tool extracts more biologically-relevant features from the data.

Finally, we then study the problem of aligning nucleosome maps, which is NP -

complete when the number of maps is three or more. We use effective bounding tricks

to limit the size of the problem and use linear programming to solve it. Our evaluations

on the synthetic data shows that our aligning tool consistently outperforms the naive

(greedy) approach and it is faster than dynamic programming.
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Chapter 1

Introduction

One of the central problems in molecular biology is to characterize all cellular

processes controlling gene regulation. The complex interaction between DNA chromatin

structure and transcription factors is one of these key processes. To study these inter-

actions it is crucial to know the exact location of nucleosomes and how the position of

nucleosomes is changing over time.

The nucleosome is the basic unit of chromatin structure. It is composed of

DNA wrapped around a protein complex of eight histones (see Figure 1.1). The size of

the DNA wrapped around the histone complex is about 146bp, and is called nucleosomal

DNA. The portion of DNA between nucleosomes is called the linker. In some organisms,

linkers have a typical size (i.e., for yeast is about 20bp), while for others (i.e., Plasmod-

ium falciparum) linker regions can be of any length. Nucleosome-free regions (NFR)

play an important role in transcription regulation, because they allow access to special

DNA binding proteins called transcription factors that control the activation of gene

transcription. As a consequence, nucleosome positioning not only allows DNA packaging

but influences gene expression (see, e.g., [77]). Loosely speaking, the more compact is
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Figure 1.1: Nucleosome structure. (Resource: Pearson Education, Inc 2009)

the chromatin, the harder it is for transcription factors and other DNA binding proteins

to access DNA and trigger transcription. Nucleosome positions also affects a variety of

cellular and metabolic processes like centromere formation, recombination, replication,

and DNA repair. Thus, to elucidate the role of interactions between chromatin and

transcription factors, it is crucial to determine the location of all nucleosomes along the

genome by building genome-wide nucleosome maps and to study how these maps change

over time.

Several wet-lab protocols have been developed to build genome-wide nucleo-

some maps. For instance, one can enrich for genomic regions that are either bound to

histones (typically via chromatin immuno-precipitation or ChIP) or for genomic regions

that are free of nucleosomes (i.e., linkers). For instance, MAINE (MNase Assisted Iso-

lation Nucleosomal Elements) [83] isolates the portions of the DNA that are attached

to nucleosomes, because MNase preferentially digests linker regions. Then, tiling mi-

croarrays (ChIP-chip) or sequencing (ChIP-Seq/MNase-Seq) are applied to the enriched

DNA. A complementary approach, called FAIRE (Formaldehyde- Assisted Isolation of

2



Figure 1.2: Example of combining MAINE and FAIRE raw coverage functions. Re-
source: [56]

Regulatory Elements) [23, 24], isolates sequences from linker DNA rather than nucleo-

somes. The procedure is similar to MAINE, the only difference is the resulting sequences

originates from linker DNA rather than nucleosomes. We should also note that MAINE

and FAIRE can be used as complementary approaches to improve the accuracy of nucle-

osome mapping (see Figure 1.2). Since experimental results from these complementary

approaches are not always available, in this dissertation we focus on analyzing data from

the more popular MAINE-Seq protocol.

We can classify computational solutions to the problem of detecting nucleo-

some positions depending on the type of technology used to obtain the data. The first

type of technology are tiling microarrays. Tiling microarray technology allows one to

sample specific location in the genome, i.e., the location for which a probe is represented
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on the chip. Due to the fact that we sampling a subset of locations, nucleosome maps

obtained from microarrays are low resolution. For microarray data, the first challenge

is to “extrapolate” the available information genome-wide. In order to achieve this

generalization, different strategies have been proposed. For instance, one could build

a probability model based on the available data. Then, one can either use a thermo-

dynamic model [67], or hidden Markov Model (HMM) [81] or a HMM in combination

with wavelet transformation [80] to place the nucleosomes. These approaches have good

accuracy but are limited only to nucleosomes that are strongly positioned (i.e., they

have a strong signal).

When the cost of high-throughput sequencing dropped significantly, it quickly

became the main tool for studying chromatin structure. Enriched DNA products ob-

tained from MAINE and FAIRE protocols can be sequenced and corresponding reads

can be mapped to the reference genome. Because reads can potentially map to any lo-

cation in the genome, nucleosome maps obtained from MAINE-Seq and FAIRE-Seq are

high-resolution (i.e., single base pair resolution). Nowadays high-resolution analysis has

became the main tool for study chromatin structure in a large number of organisms (see,

e.g., [1, 19, 20, 35, 45, 46, 64, 74, 77, 1, 69, 46, 55, 20, 88, 85, 66]). These latter methods

generally outperform low-resolution approaches and potentially can detect nucleosome

dynamics [65].

In this dissertation, we assume that the sequencing data is either MNase-Seq

or ChIP-Seq, which are currently the most popular approaches to study nucleosome and

histone modifications. More specifically, we describe algorithmic methods to analyze

single- and paired-end sequencing data from MNase-Seq.

In Chapter 2, we describe a novel tool to build nucleosome maps, called NOr-

MAL, that uses a modified Gaussian mixture model. NOrMAL was specifically de-

4



signed to deal with the single-end reads. It uses Expectation Maximization (EM) to infer

the size of nucleosome enriched fragments to improve the accuracy of the positioning.

In Chapter 3, we present another method, called PuFFIN, which is a parameter-

free method to build nucleosome maps from paired-end reads. PuFFIN exploits the

length information available for paired-end data to avoid the inference of the size of nu-

cleosome enriched fragments. Our approach uses a multi-scale approach for the analysis

of the data, which eliminates the need to specify parameters.

In Chapter 4, we discuss the problem of studying dynamics of nucleosomes. We

formulate the problem of aligning maps of genomic features (i.e., nucleosomes) as a multi-

target tracking problem and present a novel tool, called ThIEF, to track nucleosomes

across time points.

5



Chapter 2

NOrMAL: Accurate Nucleosome

Positioning using a Modified

Gaussian Mixture Model

In this Chapter we concentrate on the analysis of single-end sequencing data,

given the prevalence of MNase/ChiP-Seq experiments in the recent literature. The

computational analysis of sequencing data usually consists of two steps: (1) a nucleo-

some occupancy coverage is computed from the process of mapping nucleosome-enriched

sequenced reads to a reference genome, followed by some normalization steps; (2) nu-

cleosomes are placed according to the peaks of the coverage profile.

Approaches based on peak-calling are computationally fast and quite accurate

in resolving isolated (stable) nucleosomes, however they are not entirely reliable when

more complex nucleosome configurations are present. Observe that while it is physically

impossible for two nucleosome to be “overlapping” on the same location on a DNA

strand, it is quite common that the population of cells from which the enriched DNA

6



A B C

Figure 2.1: Nucleosomes are represented by ovals, mapped reads by arrows (which cor-
respond to 5’→3’ prefixes of nucleosome-bound DNA). Coverage profiles are represented
as time series for forward (top) and reverse (bottom) strands: the line style (solid, dotted,
dashed) indicates peaks originating from distinct nucleosomes. A represents a stable
nucleosome; B illustrates overlapping nucleosomes; C represents “fuzzy” nucleosomes.

was obtained had nucleosomes slightly “off-sync” at a given genomic coordinate. As a

consequence, the resulting coverage profile will exhibit a “blurring” of the peaks.

Molecular biologists distinguish the case of “overlapping” nucleosome from

“fuzzy” nucleosomes or “fuzzy” regions (see Figure 2.1). For overlapping nucleosomes,

the overlap is relatively small; in the “fuzzy” case, several nucleosomes are mutually

overlapping for a significant fraction of their size. This definition can be made precise

by introducing a user-defined threshold parameter on the allowed overlap.

Another shortcoming of peak-calling approaches is that they can only report

nucleosome positions and/or occupancy level, but molecular biologists need additional

information about nucleosomes. For instance, they are interested in the level of “fuzzi-

ness” in certain genomic locations with respect to coding regions (i.e., well-positioned for

all the cells in the sample, or “blurred”), how strong is the binding between nucleosomes
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and DNA, etc. To address these shortcomings we propose a method that determines

the accurate position of nucleosomes independently from the amount of overlaps in the

nucleosomes and that can extract other important statistics about nucleosomes, e.g., the

probability that a nucleosome is actually present, a measure of nucleosome “fuzziness”,

and the expected size of DNA fragments enriched for nucleosomes.

Here we propose a parametric probabilistic model for nucleosome positioning,

which we called NOrMAL (NucleOsome Mapping ALgorithm). NOrMAL uses Ex-

pectation Maximization to infer its parameters. To demonstrate the performance of our

method, we report experimental results on MAINE-Seq data for Plasmodium falciparum

[56], and Saccharomyces cerevisiae [77]. We compare the performance of our method

against the Template Filtering algorithm [77], which is considered the current state-

of-the-art in terms of accuracy and ability to estimate sizes of the DNA fragments

bound to nucleosomes. We also discuss a fundamental limitation of greedy peak-calling

approaches in the case of overlapping nucleosomes and how our method addresses this

issue.

2.1 Previous work

Several landmark studies have been published in the last few years on the chro-

matin structure of model organisms based on the analysis of genome-wide nucleosome

maps (see, e.g., [1, 69, 74, 46, 55, 20, 45, 88]). Existing methods in the literature are

based on the analysis of the peaks in the nucleosome occupancy coverages estimated by

mapping nucleosome-enriched reads to the reference genome. The coverage occupancy

profile is an integer-valued function defined for all genomic locations: given a position i

in a chromosome the function is equal to the number of sequenced reads that are mapped

8



to location i. From a probabilistic point of view, the coverage profile represents a non-

parametric distribution of nucleosome positions. At the time of writing, the length of

the reads obtained by second-generation sequencing (e.g., Illumina Genome Analyzer)

are limited to about 100 bases and the sequencing occurs in the 5’→3’ direction. In the

case of ChIP-Seq/MAINE-Seq, sequenced reads that can be uniquely mapped to the

positive strand originate from the left boundary of nucleosome DNA fragments, while

reads uniquely mapped to the negative strand originate from the right boundary (see

Figure 2.1). Recall that nucleosomes are composed of about 146bp of DNA, so if reads

are single-end and shorter than 146 bases, we expect to observe a peak in the forward

and a peak in the reverse coverage profiles at a distance consistent with the nucleosome

size.

The problem of associating a peak in the forward strand with the correct peak

in the negative strand can be difficult in the case of a large number of complex nucleo-

some configurations. Some authors artificially extend the reads in the 5’→3’ direction or

they shift the positions of the mapped read position of the forward and reverse towards

the middle of potential nucleosomes. Then, they combine (e.g., sum) the forward and re-

verse modified coverages to build a score function. In both cases, they need to determine

the amount of the extension or the size of the shift. In the former case, the extension

should account for the expected length of the DNA fragments enriched for nucleosomes;

in the latter the shift should be about half of the DNA fragment size. The problem of

this approach is that no extension or shift that will work equally well for all nucleosomes

in the genome. While one should expect DNA fragments enriched for nucleosomes to be

about 146 bp, the reality is that the digestion process can either leave non-nucleosome-

bound DNA in the sample or “over-digest” the ends of nucleosome-bound DNA. What

complicates the matter further is that the rate of digestion is sequence-dependent, so

9



nucleosomes in different genomic locations will end up with different DNA fragment

size. For this reason, it is advantageous to “learn” this information from the input data.

Template Filtering [77] is one of the first methods that can handle variable fragment

sizes in a specified range, whereas other methods require users to decide this value in

advance.

As said, a variety of peak-calling algorithms have been also developed (see,

e.g., [1, 19, 20, 35, 45, 46, 64, 74]). Most of these methods have been proposed for

the analysis of ChIP-chip or ChIP-Seq data to determine the position and strength

of transcription factor binding to DNA. The problem of detecting transcription factor

binding sites is similar to nucleosome positioning: in both cases we need to infer position

of proteins binding to DNA from the coverage profiles. However the size of nucleosomes is

significantly bigger than transcription factor binding sites, as a consequence the resulting

configurations of nucleosomes can be more complex.

To summarize our experience with existing methods on the genome-wide nu-

cleosome study of human malaria parasite [55, 56], peak-calling approaches suffer from

a variety of problems. First, the coverage profile function has to be cleaned of high-

frequency noise, typically via a kernel density estimation method [53]. The type of

kernel and the amount of smoothing can drastically affect the results: too much can

merge adjacent peaks, too little can leave too many noisy artifacts that can be inter-

preted as individual peaks. Second, peak finding algorithms have parameters (like the

extension and the shift discussed above) that are difficult to optimize: a set of parameter

can work for a region of a chromosome but not for another. Third, peak-calling do not

properly resolve overlapping nucleosomes. For instance, Template Filtering [77] uses

a greedy strategy: nucleosomes are placed according to the “best” matching peaks in

the score function. Once these strong-positioned nucleosome are assigned, Template
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Filtering ignores any nucleosome that overlaps with previous ones. It is relatively easy

to show that for overlapping nucleosomes the greedy strategy does not always return

the best overall placement (see Section 2.3 for details).

2.2 Methods

Next we propose a parametric probabilistic model to find the most likely set

of nucleosome that best “explain” the mapped reads. We cast this problem in a mod-

ified Gaussian mixture model framework. The problem of positioning nucleosomes is

then reduced to the problem of learning the parameters of the model and finding the

distribution of mixture components, which is achieved via Expectation Maximization.

2.2.1 A Probabilistic Model for Nucleosomes

We employ a probabilistic model for nucleosome positioning that is described

by a set of hidden and observed variables. We use N to denote the number of DNA

fragments obtained after MNase digestion. For any DNA fragment i ∈ [1, N ], let xi be

the starting position of the 5’ end of fragment i (obtained by mapping a corresponding

sequenced read), and let variable di ∈ {+1,−1} be the strand on which fragment i was

mapped (+1 for the positive strand, and −1 for the negative strand). Also, let zi be

the length of fragment i. If we use variable mi to denote the position of the center of

fragment i, then we have mi = xi + (dizi)/2.

We denote with Xi, Di, Zi and Mi the random variables associated with vari-

ables xi, di, zi and mi, respectively. Since the sequencing process is 5’→3’, the value of

Xi is observable by means of mapping a read originating from fragment i. Similarly, the

strand variable Di is also observable. Variables Zi and Mi can be observed directly only
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if sequencing produces paired-end reads, otherwise these variables are hidden. In order

to consider the most general case, we only deal with the latter case (single-end reads).

We assume for the time being that the number K of nucleosomes is given. We

will discuss how to choose K in Section 2.2.3. For each DNA fragment i, we use a

hidden variable Ci ∈ [1,K] to represent which nucleosome it belongs. Each nucleosome

j ∈ [1,K] is described by a set of six variables (µj , σj ,∆j , δ
+1
j , δ−1

j , πj), where µj denotes

the center position of nucleosome j, σj is the fuzziness associated with the position of

nucleosome j, ∆j describes the length of DNA fragments associated with nucleosome j,

δ+1
j and δ−1

j represent the variation on fragment sizes for positive and negative strands

respectively, and πj is the probability of nucleosome j. The degree of fuzziness captures

the variation of the position of a particular nucleosome in the population of sampled

cells. Well-positioned nucleosomes have very low degree of fuzziness. We introduce two

variables δ+1
j and δ−1

j to model the variation of the fragment size because MNase does

not only digest nucleosome-free DNA. Given enough time, it can also digest the ends of

the fragments bounds to nucleosomes, but the rate of digestion is sequence-dependent

(see, e.g., [77]). Since the sequence composition of the 5’ end of a DNA fragment can be

quite different from the 3’ end, we need to have two different variables. The value of Ci

is drawn from (1, 2, . . . ,K) with corresponding probabilities (π1, π2, . . . , πK). Parameter

πj models the contribution of j-th nucleosome to the occupancy level, i.e., what portion

of the mapped reads belong to nucleosome j.

Our nucleosome model assumes that our random variables are distributed ac-

cording to a normal distribution. For convenience of notation, we set Θj = (µj , σj ,∆j ,

δ+1
j , δ−1

j , πj) for all j ∈ [1,K], and Θ = (Θ1, . . . ,ΘK). First, we assume that variable

Mi associated with the center of fragment i for a particular nucleosome j is distributed
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µj − ∆ j /2 µj + ∆ j /2

∆ j

µj

Figure 2.2: Proposed probabilistic model for a single nucleosome

as follows

P (Mi|Ci = j,Θ) ∼ N(µj , σ
2
j ) (2.1)

where µj represents the center of nucleosome j and σj is its fuzziness. Second, we assume

that the length Zi of fragment i for a particular nucleosome j is distributed as follows

P (Zi|Di = di, Ci = j,Θ) ∼ N(∆j , (δ
di
j )2) (2.2)

where ∆j represents the expected size of the fragments for nucleosome j, and δ+1
j and δ−1

j

represent the variation of fragment sizes for positive and negative strands, respectively.

Combining Equations (2.1) and (2.2) and relation xi = mi− (dizi)/2, and then

applying the rule of linear combination of independent Gaussians we obtain

P (Xi|Di=di, Ci=j,Θ)∼N
(
µj−(di∆j)/2, σ

2
j+(δdij /2)2

)
(2.3)

Equation (2.3) allows one to compute the probability of a given data point xi

given the parameters of a nucleosome.
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...

C

Figure 2.3: The proposed graphical mixture model: shaded nodes correspond to observed
variables, white nodes correspond to hidden variables

Figure 2.2 illustrates our proposed model for a single nucleosome model. On

the top, we show the location and the direction of the reads that belong to a nucleo-

some at location µj of size ∆j . On the bottom, we drew the corresponding Gaussian

distributions (Equation (2.3)) that model the forward and reverse reads (red and blue

curves, respectively).

Next we describe the model for multiple nucleosomes.

2.2.2 Mixture model

Next, we introduce a generative mixture model to describe the likelihood of

input data points X = (x1, . . . , xN ). Figure 2.3 shows a graphical representation of

the mixture model. In Equation (2.3) the only hidden random variable is C because

we already excluded variables zi from the computation. By grouping variables Xi, Di

we can use an approach similar to a naive Bayes classifier. Variable C represents the

nucleosome to which the points belong. Thus, we can describe the likelihood of point

(xi, di) given the parameters of our model as a mixture of distributions. Using the
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Bayesian rule we obtain

P (Xi|Di=di,Θ)=
K∑
j=1

P (Ci=j,Θ)P (Xi|Di=di, Ci=j,Θ)

=

K∑
j=1

πjf
(
xi, µj−di∆j/2, σ

2
j +(δdij/2)2

)
(2.4)

where f(x, a, b) = 1√
2πb
e−

(x−a)2
2b is the Gaussian density function.

Using Equation (2.4) we can obtain the log-likelihood of observed data points

X given parameters Θ as

l(X|Θ)=
N∑
i=1

logP (Xi=xi|Di = di,Θ)

=
N∑
i=1

log

 K∑
j=1

P (Ci=j,Θ)P (Xi|Di=di, Ci=j,Θ)


=

N∑
i=1

log

 K∑
j=1

πjf
(
xi, µj−di∆j/2, σ

2
j +(δ

(d)
j /2)2

) (2.5)

Given Equation (2.5) and input data points X = (x1, . . . , xN ) we can find an

estimate the parameters of the model Θ via maximum likelihood

Θ̂ = argmaxΘl(X|Θ) (2.6)

Recall that Θ = (Θ1, . . . ,ΘK) is a vector whose components are the nucleo-

some parameters Θj = (µj ,∆j , σj , δ
(+1)
j , δ

(−1)
j , πj) for all j ∈ [1,K]. The presence of

parameters πj that correspond to hidden variables Ci prevents us from solving Equa-

tion (2.6) directly. We estimate Θ̂ via Expectation Maximization (EM). In our case,

the E step requires computing the posterior probabilities P (Ci = j|Xi = xi; Θ) of data

points xi, i ∈ [1, N ] with respect to the distribution of Ci given the current estimate of
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parameters Θ(t)

Q(Θ|Θ(t)) = EC|X,Θ(t) l(X|Θ) (2.7)

During the E step we supplement the missing data in Equation (2.6) with the expected

values under the current parameter estimates Θ(t). In the M step, we find new parameter

estimation Θ(t+1) by maximizing Equation (2.7)

Θ(t+1) = argmaxΘQ(Θ|Θ(t)) (2.8)

It is relatively straightforward to bound the variation parameters (σ, δ+1, δ−1)

during the iterative EM process to converge to a solution with “reasonable” parame-

ters. We can also easily introduce prior distribution for some of the parameters. For

instance, we can specify an expected distribution for DNA fragment sizes ∆j , which can

be obtained via gel electrophoresis prior to the sequencing experiment.

2.2.3 Choosing the number of nucleosomes

The method described above assumes that the number of clusters K is known.

The problem of selecting the best value for K is as challenging as selecting the optimal

number of clusters in k-means clustering. One can estimate the number of clusters by

looking at the support area of the occupancy coverage, but this will be quite inaccurate

because “fuzzy” nucleosomes correspond to wider peaks, and the support area is bigger

for them.

Here we propose a simple but effective heuristic to find K. We start by (1)

placing the maximum possible number of non-overlapping nucleosomes uniformly dis-
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Data: a set of input data points X
Result: a set of model parameters Θ = (Θ1, ...,Θkres)
µ0 ← (µ1, µ2, . . . , µK) , where µi is uniformly distributed
π0 ← ( 1

K ,
1
K , . . . ,

1
K ) ∈ RK

t← 0,Θ(t) ← (µ0, σ0,∆0, δ
+1
0 , δ−1

0 , π0)
Soft Learning
repeat

while not converged do

Q(Θ|Θ(t))← EC|X,Θ(t) l(X|Θ)

Θ(t+1) ← argmaxΘQ(Θ|Θ(t))
t← t+ 1

end
for ∀j ∈ [1,K − 1] do

if |µj − µj+1| ≤ threshold then
Merge clusters i and i+ 1

end

end

until no clusters were merged ;
Hard learning
for ∀i ∈ [1, N ] do

Ci ← argmaxj(Tij)
end
Recompute cluster parameters Θ
return Θ

Figure 2.4: Sketch of the proposed NOrMAL algorithm

tributed on the chromosome, that is K = (size of the chromosome)/(expected size of

a nucleosome), where the expected size of nucleosomes is underestimated. Then, (2)

we run our EM algorithm until convergence (“soft learning”). We will then (3) check

the distance between the clusters, and merge those that have too much overlap (above

a specified threshold). In case of multiple overlaps for a nucleosome, we merge it with

the closest one. We repeat (2) and (3) until no additional clusters are merged. After a

few cycles we will obtain a set of non-overlapping clusters that best explain the given

data points. Overlapping nucleosomes are merged into new ones and then the position

of new nucleosomes are learned from the data.

This procedure will give us a good estimate on the number of clusters and

a rough estimate of nucleosome positions as well. To further improve accuracy for
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other model parameters we perform one iteration of “hard learning” by assigning each

data point xi its maximum probable cluster. Nucleosome clusters will partition the

set of input points, which in turns will allow us to compute their parameters more

accurately. The pseudo-code of the algorithm is shown on Figure 2.2.2. The running

time of NOrMAL is dominated by the running time of Learning step (Algorithm 2.2.2,

line 6). Observe that the probability that a data point belongs to far-away nucleosomes

is close to zero, so one can avoid unnecessary computations by computing updates only

for clusters in close vicinity of each point.

The bottleneck in the running time is the heuristics to find the number of

nucleosomes K. In order for the algorithm to scale to eukaryotic genomes additional

optimization steps will have to be implemented. During the early stage of soft-learning

(i.e., active cluster merging) the algorithm could be applied to small “chunks” of chro-

mosomes. Then, when the number of merges reduces substantially, the nucleosome maps

for each chunk can be combined and algorithm continues to the hard-learning step.

2.2.4 Practical considerations

Our method requires users to specify three parameters, namely the threshold

for allowed overlap between adjacent nucleosomes, the prior ∆ on nucleosome sizes and

the prior λ on nucleosome weights.

The threshold for allowed overlap can significantly affect the output: the more

overlap is allowed the more nucleosomes can be placed. This parameter has to be spec-

ified by the user, and cannot be inferred from the data. The prior ∆ on the nucleosome

size and the prior λ on the nucleosome weight control the propagation of “knowledge”

from data points on forward strand to data points on the reverse strand, and vice versa.

Based on our experience if the prior size ∆ is within 30bp of the “true” fragment size,
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then the algorithm is consistent in its output.

Our implementation has some additional internal parameters that we are not

expecting users to change. While inferring the parameters of our mixture models some

clusters will tend to cover most of the data points using large variances: a common

trick to avoid this from happening is to introduce hard limits on such parameters. Our

implementation has range limits for the nucleosome sizes and variance to force the

method to converge to “reasonable” nucleosome sizes/variances in the early stage of the

iterative process. These parameters have been chosen loose enough so by the end of

the iterative process the limits for nucleosome size and variance are rarely hit, and the

output is not significantly affected. The hard learning step completely ignores those

upper limits.

2.3 Experimental Results

We carried out extensive benchmarking between our proposed method NOr-

MAL and Template Filtering (TF) [77]. We selected TF because it is considered the

current state-of-the-art. It is the only method that in addition to nucleosome positions

can extract nucleosome fragment sizes and binding scores. TF differs from the tradi-

tional peak-calling algorithms because it does not look for peaks in the coverage profiles,

but it places nucleosomes at the peaks of a correlation score matrix. Due to its greedy

strategy, TF has significant limitations when dealing with overlapping nucleosome, as

explained next.

The setup for the comparison is as follows. The input parameters for NOr-

MAL are the prior size of the nucleosome fragments and the allowed amount of overlap

between nucleosomes. For TF we used default parameters, unless specified otherwise.
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Parameter True value Template Filtering NOrMAL

µ1 210 208 206
∆1 130 125 134
µ2 300 301 300
∆2 150 149 148

Table 2.1: The parameters used to generate the reads in Figure 2.5, and the correspond-
ing output results from Template Filtering and NOrMAL

The default allowed range of nucleosome size for TF is [100,200], which centered around

the expected nucleosomes size of about 146bp.

Synthetic Data. First, we want to illustrate the challenge for existing nucleosome

positioning methods to deal with the placement of overlapping nucleosomes. The prob-

lem derives from the difficulty in distinguishing two overlapping nucleosomes from the

“fuzzy” case. To define precisely this problem we need to introduce a threshold param-

eter: when the percentage of overlap between two nucleosomes exceeds the threshold

they should be considered “fuzzy”, otherwise they should be treated as separate over-

lapping nucleosomes. It is relatively easy to show that the greedy strategy does not

always give the optimal nucleosome placement in case of overlapping nucleosomes. To

do so, we have created a small synthetic dataset that contains reads corresponding to

two overlapping nucleosomes. Although our own parametric model could be used to

generate the synthetic data, we have employed a different approach to avoid the pos-

sibility of giving an advantage to our method. We generated the input data according

to the template function described in [77]. The parameters for nucleosome positions

(µ1 and µ2) and nucleosome sizes (∆1 and ∆2) that we used to generate the reads are

reported in Table 2.1. Figure 2.5-A illustrates the coverage profile for mapped reads.

Observe that there are two peaks on forward and reverse strands, which indicates the

presence of two nucleosomes. The percentage of overlap is roughly 35%. In the first
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case we allowed such amount of overlap in both TF and NOrMAL (Figure 2.5-B for

TF and Figure 2.5-C for NOrMAL). Both methods correctly reported two overlapping

nucleosomes. Observe the error-bars attached to the boundaries of nucleosomes reported

by NOrMAL that indicate the positional variance of the corresponding boundary (each

bar has length 3

√
σ2
i + δdii

2
). TF does not provide such information.

100 150 200 250 300 350 400

100 150 200 250 300 350 400

100 150 200 250 300 350 400

100 150 200 250 300 350 400

100 150 200 250 300 350 400

100 150 200 250 300 350 400

100 150 200 250 300 350 400

A: Coverage profile

(two nucleosomes,

 overlap about 35%)

forward

reverse

B: Template Filtering

(max 35% overlap,

 size [100,200])

C: NOrMAL

(max 35% overlap)

D: Template Filtering

(max 30% overlap,

 size [100,200])

E: NOrMAL

(max 30% overlap)

F: Template Filtering

(max 30% overlap,

 size [40,200])

G: Template Filtering

(max 30% overlap,

 range [100,300])

Figure 2.5: An example of two overlapping nucleosomes. (A) Coverage profile from
synthetic data (forward on strand top, reverse strand on bottom), where nucleosomes
overlap about 35%; nucleosomes detected using Template Filtering allowing overlap
(B), NOrMAL allowing overlap (C), Template Filtering disallowing overlap (D),
and NOrMAL disallowing overlap (E); nucleosome reported by Template Filtering
with nucleosome size range [40,200] (F) and [100,300] (G)

In the second case, when the parameters are set so nucleosomes are not allowed

to overlap more than 30%, only one nucleosome should be reported. Figure 2.5-D and
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Figure 2.5-E illustrates the output of TF and NOrMAL, respectively. Observe that

now there is a fundamental difference: TF’s greedy strategy reports the presence of the

first nucleosome, but then it completely ignores the data corresponding to the second

nucleosome. This is an entirely arbitrarily choice and the user won’t be even aware of

this. In contrast, NOrMAL reports one nucleosome positioned near the centroid of the

data points and correctly indicates that the variance of the nucleosome boundaries in

this case is very high, indicating that this nucleosome should be considered “fuzzy”.

In addition, TF’s positioning results can be very sensitive to its main input

parameter, namely the allowed range for nucleosome fragment sizes. With the default

size range [100,200], the output of TF for the input in Figure 2.5 is shown in Figure 2.5-

D. When we change the range to [40,200], TF’s output is shown on Figure 2.5-E. If we

extend the range to [100,300] the output is shown in Figure 2.5-G. Even if we allow a

larger overlap, TF will produce the output shown in Figure 2.5-G. These results are not

intended to prove that TF is flawed, but to warn users that the range parameter has

be chosen carefully to produce good results. NOrMAL can also produce unsatisfactory

results if the prior size specified is very far from the true size. The main difference,

however, is that range for TF is a hard boundary, while the prior distribution for the

fragment sizes in NOrMAL is “soft” and it will adapt to the data.

Real data. The challenge for nucleosome position inference is that the true positions

of nucleosomes are unknown. The lack of a “ground-truth” makes it very hard to

benchmark existing computational methods. To compare between methods we can only

use conservative indicators. We argue that a valuable indicator is the number of reported

nucleosomes, however it is difficult to argue about performance in objective terms. That

is why the first dataset we considered is from S. cerevisiae [77]. This was the original
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dataset for which TF was designed. The results of TF on this dataset are assumed to

be accurate.

To compare NOrMAL and TF we used the following setup. The main range

parameter for TF was set to [80, 200], which is slightly wider than the default parameters.

We did not want to penalize TF, since NOrMAL does not have any hard limits for

the nucleosome sizes. For NOrMAL the main parameter is the prior expected value

for the nucleosome sizes: we used 140bp to hit the middle of the specified range of TF.

The threshold value of allowed overlap for both methods was set at 35%. All other

parameters were left to default values. The results of both methods are reported in

Table 2.2. Observe that NOrMAL is slower, but it returns on average 2.6% more

nucleosomes than TF.

If we compare the distribution of reported nucleosome sizes (see Figure 2.6),

both method provide consistent results. Note that while the prior size for NOrMAL

was set to 140bp, but the model learned a new value for the data. To compare how

reported nucleosomes are related to each other we performed a matching procedure. We

built a bipartite graph, where a node corresponds to a reported nucleosome (each part

corresponds to one of the two methods). The bipartite graph is fully connected, and the

weight on edge (u, v) is the squared distance between nucleosome u and v: when the

distance between u and v exceeded 50bp, we set the weight to ∞. Then we solved the

weighted assignment problem between the two sets using the Hungarian method. The

distribution of pairwise distances between matching nucleosomes is shown in Figure 2.7.

Observe that the distribution is a unimodal bell-shaped curve with mean and mode

having near zero value. The number of matched (common) nucleosomes is 81.44% of
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Figure 2.6: Size distribution of reported nucleosomes for S. cerevisiae

the total: 8.29% and 10.27% are unique to NOrMAL and TF, respectively.

While the dataset for S. cerevisiae is considered to have relatively stable set

of nucleosomes [77], the dataset for the human malaria parasite P. falciparum has very

dynamic nucleosomes [55]. The considered dataset consists of seven time-points (namely,

0, 6, 12, 18, 24, 30, 36 hours), each related to a different stage on the cell cycle [61].

The experiment assumes that cells are “synchronized” at each time-point, but obviously

the synchronization is not perfect. As a consequence, we expect a large number to

nucleosomes to exhibit a “fuzzy” behavior.

First, we performed nucleosome placement with the same setup as with the

yeast dataset. The distribution of fragment sizes is quite different in this case (see

Figure 2.9-TOP). NOrMAL reports fragment sizes with a mean value of 105bp and
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Chr # reads Template Filtering Time (sec) NOrMAL Time (sec)

1 16,688 1,033 1.38 1,078 6.86
2 78,543 4,284 7.37 4,394 84.56
3 30,589 1,583 4.43 1,618 8.49
4 138,801 7,975 16.36 8,014 369.11
5 55,601 2,986 4.02 3,101 38.80
6 26,141 1,403 1.63 1,453 4.45
7 101,981 5,727 9.84 5,817 126.34

Table 2.2: Experimental results on the S. cerevisiae dataset: number of nucleosome
detected by Template Filtering and NOrMAL and corresponding execution time

0 20 40-40 20

Figure 2.7: Distribution of pairwise distances between corresponding nucleosomes re-
ported by TF and NOrMAL for S. cerevisiae

mode value of about 120bp, whereas TF reports a distribution with mean and mode of

about 84bp. If we perform the matching of the reported nucleosomes the distribution

of distances is much wider than for yeast (see Figure 2.8). Now only 50% of all detected

nucleosomes are in common between two methods. A total of 32,38% and 17,62% are

unique to NOrMAL and TF, respectively. As expected, the disagreement between

NOrMAL and TF is much higher on this dataset, due to presence of a much higher

fraction of overlapping/fuzzy nucleosomes.

Two examples of the disagreement between TF and NOrMAL are shown in

Figure 2.10. Forward and reverse coverage profiles with extension to 35bp are shown on
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Figure 2.8: Distribution of distances between corresponding nucleosomes reported by
TF (range [80,200]) and NOrMAL for P. falciparum (chromosome 1) across all seven
time points

top. Nucleosomes are represented by ovals, where the height of each oval represents the

confidence score. NOrMAL also reports the variance associated with the left and the

right boundary, represented with error-bars.

In Figure 2.10-TOP, we have labeled corresponding nucleosomes 1–6. Some

observations are in order. First, nucleosome 3 is an incarnation of the synthetic example

in Figure 2.5-DE. The coverage profile around coordinate 800 shows two heavily over-

lapping nucleosomes that should be reported as one “fuzzy” nucleosome. However, TF

reports the position of the nucleosome using the stronger pair of forward/reverse peaks

and completely ignores the other pair of peaks. As a consequence, the coordinate of the

reported nucleosome is shifted compared to the centroid of the four peaks. NOrMAL

instead correctly places one nucleosome at the centroid with a relatively high fuzzyness

score. Nucleosome 3 is also quite fuzzy, and it is better placed by NOrMAL. Some

disagreement exists on nucleosome 6 as well. The left boundary of that nucleosome

detected by TF correspond to a very weak peak. This is due to the fact that TF’s
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Figure 2.9: Size distribution of reported nucleosomes for P. falciparum (chromosome 1)
across all seven time points

placement is based on the correlation score rather than the intensity of the peak. In

fairness, both methods assign nucleosome 6 a very low confidence score. Finally, TF
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detects additional nucleosomes a and b, whereas NOrMAL reports additional nucleo-

some c. All these nucleosomes have low confidence scores. Our method did not report

a and b because it explained the data using fuzzy nucleosome 2. NOrMAL should

have merged nucleosome c to nucleosome 1, but because the overlap did not exceed the

chosen threshold those two nucleosomes were not merged.

Figure 2.10-BOTTOM illustrates a more complex example of coverage profile:

even for trained experts placing nucleosomes here would be very challenging. The output

of NOrMAL and TF are quite consistent for nucleosomes associated to strong peaks.

In the regions with high density of peaks, TF tends to place nucleosomes of small sizes

(see also Figure 2.9-BOTTOM) and pack them as tight as possible according to allowed

overlapping threshold.

In order to increase the agreement between TF and NOrMAL we tried to

extend the range of nucleosome sizes for TF to [20,250]. Observe that by comparing

Figure 2.9-TOP and Figure 2.9-BOTTOM, the size distribution for NOrMAL are the

same (only truncated in Figure 2.9), while the distribution for TF has changed com-

pletely, again pointing out how this range parameter can drastically change the results.

Using the extended range, TF was allowed to place smaller nucleosomes so the mode

and the mean of the size distribution shifted to smaller values. According to the authors

of TF such small nucleosomes can be due to problems in the experimental procedure,

namely overexposing the sample to the MNase digestion. However, we have hard evi-

dence from the gel electrophoresis analysis that the expected size of sequenced fragments

in our samples after digestion was about 130bp (without adapters). We speculate that

TF’s approach might have a problem when the range of admissible nucleosome sizes is

too wide, and the algorithm confuses boundaries of neighboring nucleosomes.
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Figure 2.10: Two examples of nucleosome maps for chromosome 1 of P. falciparum
(TOP: “0” is location 148,500bp, BOTTOM: “0” is location 111,500bp): forward and
reverse coverage profiles are shown on top; nucleosomes are represented by ovals where
the height of each nucleosome represents the confidence score

The number of reported nucleosomes for all time points is shown in Table 2.3.

Observe that for time points 0-24 hours, the number of nucleosomes reported by NOr-

MAL is between TF with range [80,200] and [20,250]. However, recall that the extended

range [20,250] is likely to be unreliable. For time point 30h and 36h, NOrMAL identi-

fies a higher number of nucleosomes. The 30h and 36h marks correspond to the schizont

stage of the P. falciparum life cycle [61]. During this stage the parasites divide and a
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Time TF [80-200] TF [20-250] NOrMAL

0h 1,720 2,031 1,934
6h 1,491 1,826 1,720
12h 1,461 2,158 2,043
18h 1,185 1,665 1,537
24h 1,440 1,910 1,766
30h 1,723 2,229 2,443
36h 1,701 2,514 2,788

Table 2.3: Number of nucleosomes reported for P. falciparum (chromosome 1) for differ-
ent time-points (TF: Template Filtering, parameter in square brackets is the range
of admissible nucleosome sizes)

large number of nucleosome are added.

2.4 Conclusion

In this Chapter we presented a parametric probabilistic model for nucleosome

positioning framed in the context on a modified Gaussian mixture model. Our method

directly addresses the challenges imposed by overlapping and fuzzy nucleosomes, their

detection and the inference of their characteristics. We demonstrated with a synthetic

example that the current state-of-the-art method does not properly handle complex

overlapping configurations. On real data, our method detects a higher number of nucle-

osomes with higher quality detection of nucleosome sizes.
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Chapter 3

PuFFIN - A Parameter-free

Method to Build Nucleosome

Maps from Paired-end Reads

In this Chapter, we introduce a novel method, called PuFFIN, that takes ad-

vantage of paired-end short reads to build genome-wide nucleosome maps with larger

numbers of detected nucleosomes and higher accuracy than existing tools. In contrast

to other approaches that require users to optimize several parameters according to their

data (e.g., the maximum allowed nucleosome overlap or legal ranges for the fragment

sizes) our algorithm can accurately determine a genome-wide set of non-overlapping

nucleosomes without any user-defined parameter. This feature makes PuFFIN signifi-

cantly easier to use and prevents users from choosing the “wrong” parameters and obtain

sub-optimal nucleosome maps.
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3.1 Previous work

An analysis of the literature reveals that the majority of nucleosome maps

have so far been produced from single-end reads (which are less expensive to obtain

than paired-end reads). As a consequence, nearly all computational methods available

assume that the input data are single-end reads. Nucleosome positioning from single-

end reads is, however, more computationally challenging and much less precise than if

paired-end data was available. Paired-end reads allow one to determine both ends of

nucleosome-enriched DNA fragments, whereas with single-end reads one either obtains

one “boundary” or the other. In the latter case, the problem of associating a peak in the

forward strand with the correct peak in the negative strand can be difficult, in particular

for complex nucleosome configurations.

Existing methods for single-end reads either rely on the assumption that nucleo-

some-enriched DNA fragments are expected to be of a size compatible with the nucleo-

some (≈ 146 bp), or use probabilistic models to estimate these sizes from the data. From

our experience, the first approach can lead to poor results because there is no fragment

size that will work equally well for all nucleosomes in the genome. While one would

expect nucleosome-enriched DNA fragments to be about 146 bp, in MNase-Seq the di-

gestion process can either leave nucleosome-free DNA in the sample, or “over-digest”

the ends of nucleosome-bound DNA. Furthermore, the rate of digestion is sequence-

dependent [2, 77], so nucleosomes in different genomic locations can end up with different

DNA fragment sizes.

Despite these challenges, the majority of so-called “peak-calling” approaches

usually rely on the assumption that the data is derived from nucleosome-sized DNA

fragments and consist of following steps: (1) a nucleosome occupancy score function is
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obtained from mapping nucleosome-enriched reads to the reference genome, followed by

counting, smoothing and normalization; (2) candidate nucleosomes are placed according

to the peaks of the score function; (3) the final set of nucleosomes is selected to satisfy

additional constraints (which are tool-dependent). To compute the occupancy score,

different techniques have been proposed, ranging from simply computing the number

of reads covering each genomic location, to sophisticated statistics to estimate the false

discovery rate. For instance, nucleR, [21] uses the raw coverage with extensive “profile

cleaning” based on the Fourier transform, whereas NSeq [50] employs a triangle statistic

based on read counts within a sliding window. From a probabilistic point of view,

the occupancy score represents a non-parametric distribution of nucleosome positions.

Despite being defined non-parametric, building such a score function relies heavily on a

user-defined parameters (e.g., window sizes, smoothing parameters, etc).

A second group of methods is based on probabilistic models. Our tool NOr-

MAL [54] uses a modified Gaussian mixture model to infer nucleosome-enriched frag-

ment sizes. The parametric probabilistic model allows to deal with the problem of

overlapping and complex configurations of nucleosomes. In previous chapter, we showed

that additional information about nucleosome fragment size could significantly improve

the accuracy of nucleosome mapping for the organisms, which have complex nucleosome

patterns. Developed in parallel with NOrMAL, Ping [85] employs a similar probabilis-

tic model. Both tools provide a clear advantage over algorithms that rely on the user

to provide estimated DNA fragment sizes. Even-though these models are parametric,

these approaches are much more robust against wrong choices in user-defined param-

eters, because they can adapt to the data. One should also keep in mind that being

based on iterative procedures to infer parameters, the performance of these methods

also depends from (several) internal parameters.
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Finally, a distinct group of positioning methods depend on the availability of

a control track (i.e., “naked” DNA), e.g., NucleoFinder [4], while others have been

designed to perform differential nucleosome positioning, e.g., Danpos [9] and DiNuP

[22].

In this chapter, we focus on the problem of determining nucleosome positions

based on the availability of paired-end reads (without a control track). To the best of

our knowledge, NucPosSimulator [66] is the only published tool specifically designed

to take advantage of paired-end reads: to place nucleosomes it solves the optimization

problem of selecting the subset of peaks which maximizes the total score, under the

constraint that these peaks are located at the expected nucleosome distance from each

other. Our tool PuFFIN (Positioning for Fuzzy and FIxed Nucleosomes) instead uses

a novel multi-resolution approach: while its algorithm is relatively simple, our approach

introduces some novel ideas that have the potential to be useful in other domains of

genome analysis.

3.2 Methods

Our method consists of three steps: (A) we build a set of nucleosome profiles

and nucleosome “landscapes”; (B) we detect candidate nucleosome locations on each

profile; (C) we select a “consensus” set of nucleosomes that satisfies non-overlapping

constraints. We discuss these steps in detail in the next subsections.

3.2.1 Computing Nucleosome Profiles and Nucleosome Landscapes

We first map sequenced reads to the reference genome and then compute a

nucleosome profile that represents the likelihood that a genomic location is occupied
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by a nucleosome. Candidate nucleosomes are detected at the peaks of the nucleosome

profile. In order to reduce false positives, profiles have to be cleaned from their high

frequency component. Choosing the best smoothing method (and its parameters) is,

however, not easy. For instance, in [21] the authors show that the kernel density estima-

tion method [53] works significantly better than moving average-based smoothing. The

choice of kernel parameters is also important: too much smoothing can merge adjacent

peaks, too little can leave noisy artifacts that can be interpreted as peaks and thus

introduce spurious nucleosomes. To address the challenges of choosing the “right” ker-

nel and smoothing parameters, we follow an alternative (novel) procedure to construct

nucleosome profiles.

First, we replace each mapped paired-end read i with a function fαwii dis-

tributed as a Gaussian with mean µi and standard deviation αwi, i.e.,

fαwii (x) =
1

αwi
√

2π
e
− (x−µi)

2

(αwi)
2

where µi is the genomic center location of read i, wi is the length of read i (i.e., the

distance between the leftmost nucleotide in the left mate and rightmost nucleotide of

the right mate), and α is a smoothing parameter. Replacing each mapped read with a

gaussian distribution allows us to model probabilistically the uncertainty in the paired-

end mapping. For instance, when the left and right mate are mapped far from each

other, the mass of the gaussian will be distributed on a longer interval because of its

large variance. If instead the left and right mate are close to each other, the gaussian

will have its mass concentrated at the center of the read, indicating a higher confidence

in the nucleosome position.

Then, we compute the nucleosome profile Sα as the weighted sum of functions
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fαi for all the mapped reads in the input

Sα(x) =
n∑
i=1

βif
αwi
i (x)

where n is the number of mapped reads in input, and βi is the weight of the read i. If we

had employed a uniform weighting scheme (βi = 1
n), paired-end reads with very short

insert would dominate the profiles. To reduce the effects of short DNA fragments, we

use a non-uniform weighting scheme. For paired-end reads that are shorter than 146bp,

we assign a penalty factor γ(w) < 1 , such that the shorter the read is, the less the

weight is (i.e., βi = 1
nγ(wi)). Additionally, one could use the weights βi to account for

sequence quality of individual reads, mappability biases, etc.

As said, parameter α controls the smoothness of function Sα. The bigger is α,

the smoother is Sα (peaks will be wider), and vice versa. When α is large, we capture

nucleosome binding preferences at a lower resolution scale; when α is small we can

detect nucleosomes at a high resolution scale (but noisier). In the limit α→ 0, function

Sα(x) → ∑n
i=1 χ(x − µi), where χ(x) =


1, x = 0

0, x 6= 0

is the indicator function. In this

case, S0(x) represents how many read centers cover location x in the genome.

One might think that one could obtain the same profiles by computing the

read coverage function smoothed by a Gaussian kernel. There is, however, a significant

difference: the size of each mapped read independently influences the shape of Sα (no

matter what smoothing parameter is chosen), while in the case of kernel smoothing the

impact of read sizes becomes less and less important as the smoothing strength increases.

Since we do not know the appropriate value for α for the data, in this step

we generate a family of functions for several choices of α. Formally, we create a set
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of m functions {Sαk}k=1,2,...,m = {Sα1 , Sα2 , . . . , Sαm}, where α1 < α2 < · · · < αm are

m distinct choices for α. The value m is hard-coded in our implementation (we used

m = 40 for all the experiments).

The set of functions {Sαk}k=1,2,...,m enables our algorithm to detect candidate

locations for nucleosomes at different resolution scales, thus eliminating the need to

specify in advance the parameters for the range of nucleosome-enriched fragments. In

other words, our algorithm can “adapt” to the local properties of the input data by

processing the same location at different resolutions (corresponding to the choices of α).

Finally, we compute a set of nucleosome landscapes {Nαk}k=1,2,...,m by normal-

izing each function Sαk by the lowest resolution function SA, as follows

Nαk(x) = log

(
Sαk(x) + ε

SA(x) + ε

)

where ε > 0 is a small constant to avoid a division by zero, and A > maxk=1,2,...,m αi. In

our implementation we pick α to range from 0.05 to 0.63 and A = 1.5. Since mappability

biases affect each function {Sαk}, we can effectively reduce these biases by taking the

log ratio of high-resolution and low-resolution function. Another reason to carry out

this normalization step is to reduce the differences in the peak heights.

To illustrate the multi-resolution approach in our algorithm, we created a small

synthetic dataset with four nucleosomes shown in Figure 3.2. Panel A shows the raw cov-

erage obtained by mapping synthetic paired-end reads to the reference genome. Observe

that nucleosomes I,III and IV are strongly positioned, while nucleosome II is “fuzzy”.

Fuzzy nucleosomes are quite common and occur when a subset of the cells in the sample

has a nucleosome at one location, while in the other subset the same nucleosome is

slightly shifted. Nucleosome I is isolated, while nucleosomes III and IV are located very
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close to each other. Panel B shows the family of functions {Sαk} for three choices of α;

panel C illustrates the set of nucleosome landscape functions {Nαk}. Observe in Fig-

ure 3.2C that the transformation amplifies candidate peaks in areas with low coverage

and reduces the amplitude of peaks in regions with high coverage.

3.2.2 Detecting Candidate Nucleosomes

By construction, a nucleosome landscape Nαk represents a non-parametric dis-

tribution of nucleosomes at resolution αk. The presence of a peak in any nucleosome

landscape indicates a candidate nucleosome. The reads that form corresponding peak

belong to that candidate.

A peak is defined by a pair (q, s) where q is the center of the peak and s is

the width of the peak. We say that (q, s) is a peak for function N when N(q) is local

maximum for N and s = minz(|q − z|) where z is any local minimum for function N .

Detecting peaks on each function Nαk can be easily computed in linear time

along the length of the genome. As a result, for every choice of αk, k = 1, 2, . . . ,m

we have a set of peaks Pαk = {pk1 , pk2 , . . . , pkl}, where pkj is a pair (center, width)

representing the peak, and l is the number of peaks.

Peaks are however not guaranteed to have a symmetric shape. We therefore

recompute the location of every nucleosome candidate as the centroid location of its read

midpoints. This additional step ensures that candidate nucleosome locations properly

represent the corresponding input reads.

3.2.3 Building the Final Solution

We now explain how to build the final set of non-overlapping nucleosomes from

the family of peak sets {Pαk}k=1,...,m. We say that two peaks (q1, s1) and (q2, s2) overlap
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if |q1 − q2| < 146 (the size of a nucleosome). Observe that by construction, the number

of peaks detected at lower resolution (i.e., for large α) will be smaller than or equal to

the number of peaks detected at higher resolution, i.e., |Pα| ≤ |Pβ| when α > β. As we

increase the smoothing parameter α, the total number of peaks decreases: while some

peaks are preserved, others are merged. In other words, for every peak in Pα we can

find at least one corresponding peak in Pβ if α > β.

Based on this observation, we build the final set of non-overlapping nucleosomes

C as follows. Given a family of peak sets {Pαk}k=1,...,m where α1 < α2 < · · · < αm, we

process each peak set Pαk in increasing order for α. We add a peak p from the current

set Pαk to the final solution C if p does not overlap with any other peak in the set Pαk

and if p does not overlap with any other peak already in C. A sketch of the algorithm

can be found in Figure 3.1.

Let us consider again our example in Figure 3.2. Detected peaks are marked

with circles in panel C. The algorithm first processes the set of peaks on the blue

function (α = 0.07). Since there are no peaks on that curve that are located at a

distance greater than 146bp from each other, the final set C remains empty. Next,

the algorithm processes the green curve (α = 0.21): here there are three peaks that

satisfy the non-overlapping constraint. Thus, the algorithm adds those peaks (marked

with solid circles) to C. Then, the algorithm considers the red curve (α = 0.62): all

four peaks are non-overlapping with each other, however only one peak (marked with

the solid circle) can be added to C. As a result, the final solution C consists a set

of four peaks that match the original nucleosomes. Observe that strongly positioned

nucleosomes I, III and IV are detected earlier in the algorithm (α = 0.21) than fuzzy

nucleosome II (α = 0.62).
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Data: {(x1, y1), (x2, y2), ..., (xn, yn)} - a set of n paired-end input reads,
xi is leftmost and yi - rightmost coordinate

(α1, α2, ..., αm) - a set of choices for smoothing parameter α and a
predefined constant A > αi, i = 1..m
Result: C - resulting set of nucleosomes
for ∀i = 1..n do

µi ← xi+yi
2 - location of the midpoint for read i

wi ← (yi − xi) - size of read i
end
for ∀α ∈ {α1, ..., αm} do

Sα(x) =
∑n

i=1 βif
αwi
i (x) where fαwii (x) = 1

αwi
√

2π
e
− (x−µi)

2

(αwi)
2

Nα(x) = log
(
Sα(x)+ε
SA(x)+ε

)
, where ε > 0

end
for ∀Nα ∈ N = {N1, ..., Nαm} do

Pα ← a set of peaks for Nα, each peak corresponds to some candidate
nucleosome

end
C ← ∅ - a consensus set of nucleosomes to report
for k ∈ 1, . . . ,m do

for ∀ peak (q, s) ∈ Pαk do
if |q − φ| > 146,∀φ 6= q such that (φ, ψ) ∈ Pαk ∪ C then

C ← C ∪ (q, s)
end

end
Pαk ← Pαk \ C

end
return C

Figure 3.1: Sketch of the proposed PuFFIN algorithm

3.2.4 Running Time

To compute a set of profile functions Sα we use a precomputed set of curves fαwi

for every choice α and w in a predefined range. As a result, it takes Θ(nm) operations,

where n is the number of reads and m is the number of curves. In our implementation

we used m = 40 choices of equally distributed values for α ∈ [0.05, 0.63].

Finding peaks on each curve Sα takes Θ(l) time, where l is the length of

the processed region. Thus, the total time to find candidate nucleosomes (Figure 3.1,

lines 1-3) is Θ(m(n + l)). Building the resulting set of non-overlapping nucleosomes

is determined by the number of candidates that is at most Θ(ml). Given that m is
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predefined, it follows that the total running time is linear in the region size and number

of input reads.

3.3 Experimental Results

To evaluate the performance of PuFFIN, we performed extensive benchmark-

ing against NucPosSimulator, Template Filtering and NOrMAL. NucPosSim-

ulator is the only published tool designed to deal with paired-end reads [66]. As said,

it solves the optimization problem of selecting the subset of peaks which maximizes the

total score, under the constraint that these peaks are located at the expected nucle-

osome distance from each other. Template Filtering is one of the first algorithms

developed to infer the size of the fragments from single-end reads [77]. NOrMAL uses a

modified Gaussian model to cluster input single-reads such that every cluster represents

a nucleosome [54]. Some of the recently published tools that use a control sample to

solve the nucleosome positioning problem, e.g., Danpos and NucleoFinder, are not

included in this comparison.

We used default parameters for each tool except for the following provisions.

For Template Filtering and NOrMAL we set to zero the allowed overlap between

adjacent nucleosomes to allow for a fair comparison with PuFFIN and NucPosSimu-

lator.

Arguably the major challenge for nucleosome position inference is that the true

positions of nucleosomes are unknown. The lack of a “ground-truth” makes it very hard

to benchmark existing computational methods. For this reason we made extensive use

of synthetic data, as explained next.
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Figure 3.2: Synthetic illustrative example. A) read coverage; B) Nucleosome profiles
{Sαk} for α1 = 0.07 (blue), α2 = 0.21 (green), α3 = 0.62 (red) C) Corresponding
nucleosome landscapes {Nαk} (see text for detailed explanation)

3.3.1 Results on Synthetic Data

We started by producing a small dataset of reads corresponding to DNA-

enriched fragments for only one nucleosome (Figure 3.3). This allowed us to investigate

the behavior of these various tools in the scenario of low sequence coverage in a region

containing a fuzzy nucleosome. Nucleosome I is centered at 300bp and the paired-end

reads of size 146bp were generated with midpoints distributed according to Gaussian

with mean 300, and standard deviation 40. To simulate a low coverage scenario, we gen-

erated only twenty sequence reads (20-fold coverage). PuFFIN, Template Filtering
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Figure 3.3: A “toy” example. A) Raw coverage; B) Nucleosome landscapes for differ-
ent choices of α ∈ [0.05, 0.63); C) NucPosSimulator result; D) PuFFIN result; E)
Template Filtering result; F) NOrMAL result;

and NOrMAL report one nucleosome located at 308bp, 311bp and 292bp, respectively,

while NucPosSimulator reports two nucleosomes positioned at 221bp and 369bp. The

slight difference of the reported locations for the first three tools could be explained by

the small sample size that is insufficient to recover the true location. Interestingly, the

first two methods, which are based on peak-detection, produced a similar close right

shift, while the nucleosome detected by NOrMAL showed a small left shift. NucPos-

Simulator detected two distinct nucleosomes, probably because the objective of this

tool is to maximize the total score of reported nucleosomes. We believe that maximizing
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this quantity has the undesirable effect to over-report nucleosomes (i.e., increase false

positives). Decreasing the smoothing parameter in NucPosSimulator from 20.0 (de-

fault) to 2.0 reduces the output to a single nucleosome, again demonstrating how the

choice of smoothing parameters can have significant effects on the results.

Next, we performed a more realistic comparison on in silico reads for larger

synthetic nucleosome maps. We used the nucleosome map generator syntheticNucMap

from nucleR [21]. This tool allows users to specify the number of well-positioned and

fuzzy nucleosomes, as well as the variance for the location of synthetic reads and the

coverage level. Well-positioned nucleosomes are placed along the chromosome regularly

spaced with a fixed linker size (we used linkers of 20bp, which introduces a periodicity

of ≈ 167bp). For fuzzy nucleosomes, locations are picked at random and independently

from other nucleosomes already on the chromosome. As a consequence, fuzzy nucleo-

somes can overlap with other nucleosomes. For the variance parameter we choose 30

bases for well-positioned and 50 bases for fuzzy nucleosomes.

Our objective was to investigate the accuracy of nucleosome detection as a

function of the fraction of fuzzy nucleosomes: we expected the detection problem to be-

come increasingly harder as the number of fuzzy/overlapping nucleosomes increases.

For each percentage level of fuzzy nucleosomes (0%, 10% . . . , 100%) we generated

ten datasets of synthetic reads for a map containing 1,000 synthetic nucleosomes. To

build these datasets, we used the following command: syntheticNucMap(wp.num=1100,

wp.del=(100+r*100), wp.var=30, fuz.num=(r*100), fuz.var=50, max.cover=70,

nuc.len=147, lin.len=20), where r controls the fraction of fuzzy nucleosomes (r = 0

is 0%, r = 1 is 10%, . . . , r = 10 is 100%).

For each group of ten datasets we measured the number of reported nucleo-
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Figure 3.4: Distribution of the distances between detected and true locations for A)
100%, B) 60% and C) 0% fuzzy dataset

somes and the accuracy of each tool, and reported the average and standard deviation

over the ten sets. To measure the accuracy, we calculated the distances between the

true nucleosome location and the center of the corresponding detected nucleosome. Re-

sults in Figure 3.4 show that PuFFIN reports nucleosome positions more accurately in

datasets with larger proportions of fuzzy nucleosomes. In addition, Figure 3.5 shows

the average number of nucleosomes detected by the various tools for increasing per-

centages of fuzzy nucleosome (the error bar represents the standard deviation over the

ten datasets). First observe that although each dataset is expected to have synthetic

reads for exactly 1,000 nucleosomes, this is only true for datasets with no fuzzy nucle-
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osomes. Since fuzzy nucleosomes may overlap other nucleosomes, we expect to detect

a decreasing numbers of nucleosomes as the percentage of fuzzy nucleosomes increases

(which is reflected in Figure 3.5). Also observe in Figure 3.5 that in datasets with

more than 20% of fuzzy nucleosomes, NucPosSimulator detects the highest num-

ber of nucleosomes compared to other tools. However, as we demonstrated earlier in

Figure 3.3, NucPosSimulator can over-report nucleosomes. To explore whether this

was true on these larger datasets, we computed the distribution of distances between

adjacent nucleosomes (Figure 3.6). In the group of datasets with no fuzzy nucleosomes,

both NucPosSimulator and PuFFIN have strong peak at around 167bp location and

334bp. This is expected, because all nucleosomes are well-positioned and are located

at multiples of 167bp. However, as we increase the percentage of fuzzy nucleosomes in

the datasets, NucPosSimulator reports more and more nucleosomes exactly 148 bp

apart from each other, which suggests that its strategy to maximize the total score for

reported nucleosomes has the effect of reporting too many nucleosomes.

To eliminate the effects of over-reporting in NucPosSimulator, we discarded

from the counts nucleosomes that are located 148 bases or less from each other, such

that every pair of tightly placed nucleosomes is count as one nucleosome. In Figure 3.5,

curves marked “filtered” shows the results of this cleaning step. Observe that the number

of nucleosomes reported by NucPosSimulator drops significantly, while only a small

number of PuFFIN nucleosomes are affected. In fact, using this cleaning step, PuFFIN

reports a larger numbers of nucleosomes than NucPosSimulator. All together, these

experimental results on synthetic data show that PuFFIN generates more accurate

nucleosome maps, without over-reporting nucleosomes.
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Figure 3.5: Dependency between the percentage of fuzzy reads in the sample (X axis)
and the number of detected nucleosomes (Y axis) for synthetic dataset

3.3.2 Results on Real Data

For the comparison of nucleosome positioning tools, we used a publicly available

dataset for S. cerevisiae (NCBI SRA SRR094649, [13]) and our dataset for P. falciparum

(NCBI SRA SRS453761). All datasets contain paired-end reads produced by an Illumina

sequencing instrument. Reads were mapped to their corresponding reference genomes

using Bowtie2 [40] with --very-fast-local --no-discordant flags. We removed

reads that were not mapped uniquely or had a distance between the left and right mates

smaller than 40bp or bigger than 1,000bp.

Experimental results are summarized in Table 3.1, which include the number

of reported nucleosomes and the execution time. Nucleosome positioning in S. cerevisiae

is extensively studied and the majority of the tools perform well on this organism. Also,

nucleosomes in yeast are well-positioned and not many overlaps are present. The results

in Table 3.1 show that the number of nucleosome reported in yeast by these tools are
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Figure 3.6: Distribution of the distances between adjacent nucleosomes for A) NucPos-
Simulator B) PuFFIN

quite similar, except for NucPosSimulator that reports a significantly larger number.

These results possibly again suggest the over-reporting behavior of this tool.

Our previous work [54] has demonstrated that the P. falciparum genome has

a greater complexity of nucleosomes configurations. As expected, experimental results

show much greater variance in the number of nucleosomes in the malaria dataset reported

by the various tools. PuFFIN reports a similar number of nucleosomes compared to

NucPosSimulator, but significantly higher numbers than NOrMAL and Template

Filtering, indicating that our method is capable to resolve complex configurations of

nucleosomes.

The execution time of PuFFIN is higher than NOrMAL and Template

Filtering on both datasets, but shorter than NucPosSimulator on P. falciparum
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Figure 3.7: Dependency between the fold coverage (X axis) and number of detected
nucleosomes (Y axis) for P. falciparum

S. cerevisiae (W303 contig 7) P. falciparum (3D7 chr. 2)
#nucleosomes time (sec) #nucleosomes time (sec)

Template Filtering 630 1 2,725 13
NOrMAL 592 4 3,247 40
NucPosSimulator 802 75 3,722 920
PuFFIN 709 165 3,760 350

Table 3.1: Number of reported nucleosomes and execution times on yeast and the human
malaria parasite.

and higher on S. cerevisiae datasets. Our implementation of PuFFIN is currently

written in Python, while the other tools use either Java or C/C++. We believe that

speed of our tool could be easily improved by one order of magnitude by implementing

it in C/C++.

To investigate the sensitivity of the tools on the quantity of the input data

(coverage), we performed an experiment in which an increasing fractions of the input

reads were discarded. Specifically, we sampled the P. falciparum dataset by randomly
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selecting a given fraction of the input reads (20%, 30% . . . , 100%) and ran the four tools

on the resulting datasets. Subsamples have 7x, 14x,. . . , 63x fold coverage. Figure 3.7

shows that the performance of PuFFIN degrades monotonically as the quantity of the

data decreases, while NucPosSimulator remains more stable over a larger range of

input data. We therefore recommend to use sequence data with a minimum of 30-fold

for the analysis of nucleosome positions if PuFFIN is used.

3.3.2.1 Association between nucleosome occupancy and gene expression

PuFFIN was used to study the correlation between nucleososome positioning

and gene expression in the human malaria parasite [6]. As a part of that study we

carried out nucleosome positioning on two independent datasets for P. falciparum from

[5, 3]. The former dataset was composed by single-end reads, so we extended each reads

to 146 bp in order to use PuFFIN.

We performed an association analysis between gene expression levels (from

RNA-Seq data) and nucleosome occupancy (produced by PuFFIN) to test the hypoth-

esis that decreased nucleosome occupancy in promoter regions is associated with higher

transcriptional activity [42].

First, we grouped genes into ten transcription clusters based on steady-state

mRNA levels. Then, we computed nucleosome occupancy levels for the 500 bp region

directly upstream of the translation start codon and for gene bodies.

The analysis indicated a strong correlation between nucleosome density in the

promoter region (both in terms of number of nucleosomes and nucleosome levels) and

transcriptional activity. Figure 3.8 A,B,E,F clearly shows that highly expressed gene

clusters have a more open chromatin (i.e., less nucleosomes) than clusters of genes

with low expression values. We observed the opposite correlation between nucleosome
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occupancy and transcriptional activity inside coding regions of highly expressed genes,

as compared to the promoter regions. Highly transcribed genes were on average bound

by more nucleosomes and at higher levels (Figure 3.8 C,D,G,H). We also tried a different

number of clusters, obtaining similar results.

We carried out the same analysis on nucleosome maps obtained by NOrMAL.

We observed similar, but somewhat weaker, association between nucleosome occupancy

and transcript levels in this case, indicating that PuFFIN extract more biologically-

meaningful features from the data over our previous tool NOrMAL.

Figure 3.8: Association between nucleosome occupancy and gene transcription levels.
TOP: analysis for [5] data, BOTTOM: for [3]. A,E: Average number of nucleosomes
per kilobase upstream of the TSS versus average expression level for each transcription
cluster; B,F: Average nucleosome score upstream of the TSS versus average expression
level; C,G: Average number of nucleosomes per kilobase inside coding regions versus
average expression level for each transcription cluster; D,H: Average nucleosome score
inside coding regions versus average expression level. Value r represents Spearman’s
correlation coefficient
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3.4 Conclusion

In this Chapter, we described a novel method to solve the nucleosome position-

ing problem when paired-end data is available. Our method employs a multi-resolution

strategy that circumvents a smoothing step that usually requires user-defined parame-

ters to set the strength of the smoothing and type of kernel to be used. Experimental

results show that our method more accurately detects nucleosome positions as com-

pared to existing software tools, in particular when complex nucleosome configurations

are present in the data. On the human malaria parasite data produced by our collabo-

rators PuFFIN detected stronger associations between nucleosome occupancy and gene

expression levels compared to other tools, which indicates that our tool extracts more

biologically-relevant features from the data.
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Chapter 4

ThIEF: a Novel Tool for Tracking

Genomic Features

Recent advancements in high-throughput DNA sequencing technology has led

to the rapid decrease in the cost associated with sequencing. This has enabled life

scientists to carry out increasingly large-scale experiments. For instance, in the context

of epigenetics, it is now relatively affordable to run multiple genome-wide experiments:

for example, one can take “snapshots” of nucleosome levels at different time points during

a particular cell cycle. As a result, this has opened the possibility of exploring nucleosome

dynamics. From an analytic point of view, the associated question is how to compare

multiple genome-wide nucleosome maps, either for evolutionally-related organisms, or

for the same organism at different conditions/time points. Similar problems arise in

genomics and epigenetics to analyze other genomic features that can change over time,

e.g., transcription factor binding events, DNA methylation, among others.

In this Chapter we focus on the general problem of comparing multiple genome-

wide “genomic-feature” maps. Arguably, the most natural way to compare nucleo-
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Q1

Q2

Q3

Q4

Figure 4.1: An illustration of the genomic-feature map aligning problem

some/feature maps is to align them in a similar way we align DNA sequences: we put

multiple nucleosome/feature maps on top of each other, with the objective to “track”

the trajectory of each individual nucleosomes/feature across time, in a way that some

total cost (i.e., total traveled distance in the case of nucleosomes) is minimized. We call

such trajectory an alignment : similarly to multiple sequence alignment we could have

“insertion” or “deletions” of nucleosomes/features at specific time points.

4.0.1 Problem definition

We define a genomic-feature map as a set of genomic features Q = {f1, . . . , fn},

where each feature f ∈ Q is a vector f = (µ(f), a
(f)
1 , . . . , a

(f)
l ) with l + 1 components,

where µ(f) is the genomic coordinate of that feature in the genome (i.e., chromosome

number and position in the chromosome) and each a
(i)
j , j = 1..l is an attribute of that

feature (e.g., confidence score of a nucleosome, level of DNA methylation, strenght of

trascription factor binding, “fuzziness” of a nucleosome, etc.).

Given two genomic-feature maps Q1 and Q2, the goal is to align them. Specifi-

cally, each feature i ∈ Q1 will be either matched to a feature j ∈ Q2 so that we minimize

the cost ∆(i, j) (e.g., the distance |µ(i) − µ(j)|) or we will report that feature i ∈ Q1

has no match in Q2 (insertion/deletion). In this latter case we will say that j is a gap
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and denote it as $. In the general case where we need to align k > 2 maps, the cost

function will take form ∆(q1, q2, . . . , qk). Figure 4.1 shows a simple example where we

are supposed to align four maps: circles represent features to align; dashed circle mark

the gap; matched features are connected with solid lines.

In order to define the problem more precisely, we need first to set some con-

straints.

Assumption 1 The order of aligned features should be preserved across different maps.

Formally: if we have order µ
(ψ)
1 < µ

(ψ)
2 < · · · < µ

(ψ)
k of locations on map ψ, then we

should have the same order for matching features µ
(φ)
1 < µ

(φ)
2 < · · · < µ

(φ)
k in another

map φ.

4.1 Previous work

Despite the fact that the map alignment problem should arise in several ap-

plications of genomics and epigenetics, we could not find any available/published tools

aimed to solve it. We speculate that when faced with this problem, computational biol-

ogists use a variation of what we call the “naive approach”, which uses a sliding window

and a greedy strategy. We will discuss the naive method in the following subsection. We

should also mention that there exists a set of algorithms that aim to align microscopic

images of cell samples with the goal to track how those cells move and divide (see, e.g.,

[59, 25, 58]). In our application, however, we are interested in only one-to-one matchings

(i.e., no cell-division). Moreover these methods usually do not handle multiple maps,

but focus on two successive snapshots.

The problem of aligning genomic features from multiple maps is similar to the

well-known problem of Multiple-Sequence Alignment (MSA) (see, e.g., [17]). MSA is a
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central problem in bioinformatics: it has a wide range of application, from phylogenetic

tree reconstruction, similarity between transcription factor binding sites, discovery of

protein domains, etc. (see, e.g., [63, 57, 39, 47]). A very large corpus of literature

has been published on MSA and its applications. The majority of efficient methods

employ sophisticated heuristics, since the global optimization problem of aligning long

sequences is computationally costly (the problem is NP -complete). Heuristic methods

include progressive alignment construction [27, 73, 72, 41], iterative methods, hidden

Markov models, genetic algorithms [52, 51], simulated annealing [38, 30], etc.

A direct solution for MSA uses the dynamic programming to identify the

globally optimal alignment. The input to MSA is two or more DNA sequenced to be

aligned, a gap penalty score δ, and a substitution matrix which assigns the cost of

aligning each possible pair of symbols in the alphabet. For k individual sequences, the

dynamic programming algorithm requires one to construct a k-dimensional dynamic

programming matrix that stores the cost of optimally aligning any prefix (or suffix) of

the k sequences. The running time for aligning k sequences of size n is Θ(nk) and the

required space is Θ(nk) (space can be reduced using divide-and-conquer). As said, if

one wants to find the global optimum, the problem has been shown to be NP -complete

[18, 76, 34]. To speed up the algorithm different bounding techniques could be used

(see e.g., [16, 43, 7]). There is an obvious equivalence between the genomic-feature

map alignment problem and MSA: the major difference is that instead of a substitution

matrix, we use a cost function ∆(·). However, due to possible long gaps in the alignment,

several of the proposed heuristics to speed up the execution of MSA cannot be used for

our problem.

The problem of aligning genomic feature can be also represented as multi-

target tracking problem or data association problem. These problems have been known
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for decades and are extensively studied. These problems arise when there is a need to

track features on video sequences, radar scans, etc. The main computational challenge is

to overcome scalability when dealing with a large number of snapshots and a relatively

small number of objects to track. In our case, we are interested in dealing with a

relatively small number of maps but a large number of targets (features). As a result,

we initially designed an algorithmic solution from the ground up by representing multi-

target tracking problem as a k-partite matching problem.

In this Chapter we propose an efficient tool to solve the problem of aligning

multiple genomic-feature maps. We will focus on solving the k-partite matching problem,

which is known to be NP -complete for k > 2. We provide two algorithms: the first builds

iterative approximations of the optimal alignment, the second computes the solution via

integer linear programming [8]. To make the second approach feasible to real-world-sized

data we applied branch-and-bound technique to reduce the size of the problem. Then

we relax the problem to a linear program, which we solve using the off-the-shelf solver

GLPK [44].

4.2 Methods

4.2.1 Naive Greedy approach

We first describe the naive (greedy) approach, and its variations thereof. As

said, we believe that this is the most commonly used approach, and we will use it as the

baseline for our performance evaluations.

In the naive algorithm, for each feature at location i in the first map we try

to find the closest match on the other maps such that all matching candidates are

located within a window of predefined length w, centered at i. If for some map there
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Input: {Q1, Q2, . . . , Qk} - a set of l genomic feature maps to align, w -
size of the window

Output: R - a set of alignments, where each alignment is an l-tuple
such that each i-th element (i = 1..k) of a tuple is a feature
either belonging to i-th genomic map or is a gap (marked as
$). Each genomic feature from j-th map is present exactly
once and only at j-th position of the alignment tuple

R← ∅;
for i = {1..k} do

for ∀f ∈ Qi do
r = ($1, . . . , $i−1, f, ·, . . . , ·) - is resulting tuple of size k
for j = (i+ 1)..k do

Ψ← set of features ψ s.t. ψ ∈ Qj ∧ |µψ − µf | ≤ w
if Ψ = ∅ then

rj ← $
else

ψmin ← argminz∈ψ∆(f, z)
rj ← ψmin
Qj ← Qj \ {ψmin}

end

end
R← R ∪ r

end

end

Figure 4.2: The naive (greedy) approach for aligning genome feature maps

are no candidate features in the window, we introduce a gap. If a feature is matched in

constructing an alignment, the algorithm marks it as “used” (so that it is not assigned

to other alignments). After we process the first map, we move to the next map: we

check whether any feature were not marked “used”; if any is still unmatched the same

sliding window approach is employed. We repeat the method until all the features are

marked as used. A detailed pseudo-code is shown in Figure 4.2.1.

The naive algorithm is quite fast (running time is Θ(n2)), but it does not

guarantee to produce an optimal solution. First, it relies on the assumption that the

alignment score of three or more features is decomposable into the combination of pair-

wise alignments. Secondly, the algorithm is very sensitive to the choice of window size
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w. On Figure 4.3 we provide an example of what could happen if the “wrong” window

size is used. In the example, we align four feature maps: circles represent a feature to

align (solid circle - feature is present, dashed circle - feature is missing and not part of

the input), black lines represent true matchings that we are expected to recover. Let

consider one step of the naive algorithm: when it considers the “red” feature, it will

try to match it with features marked with thick-line circles. The resulting alignment is

shown in green: observe that this alignment is sub-optimal.

w

Figure 4.3: An illustration of the naive (greedy) method creating a sub-optimal align-
ment

4.2.2 ThIEF:Iterative algorithm

In this subsection we present our first efficient algorithm, called ThIEF:Iterative.

As the name suggests, it is an iterative algorithm, which constructs alignments by pro-

cessing input maps pairwise. The algorithm starts by aligning the first two maps by

solving the weighted bipartite matching problem. Then, the algorithm aligns the result-

ing alignment between the first two maps with the third map. At each iteration the

algorithm solves a bipartite matching problem between the current alignment and the
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next feature map.

Each node is assigned a genomic location. When a genomic feature f is mapped

to a node vf ∈ V , then location of vf is µf . Since the algorithm needs to align alignment

to maps, we need to extend the notion of “location” to alignments: in this case, we simply

average the coordinates of the features that belong to an alignment. In this way, nodes

corresponding to partial alignments will have location attribute and a cost function can

be evaluated. The weight for an edge (w, v) is computed as the distance between nodes

c(w,v) = ∆(µw, µv).

The bipartite graph has to have an equal number of vertices in each partition,

so for every vertex in one partition we introduce a “dummy” vertex in the other one. The

resulting bipartite graph allow us to reduce the matching problem to n−to−n assignment

problem. The presence of dummy nodes also naturally incorporates gap resolution: when

a feature is matched against a dummy node we are implicitly introducing a gap. The

cost of edges connecting “dummy” node to features is the gap penalty δ, and edges

“dummy”-“dummy” are not allowed. To solve the n − to − n assignment problem

we use the Hungarian algorithm [32] , which has Θ(n3) time complexity. Details on

ThIEF:Iterative algorithm are shown on Figure 4.4.

The total running time of this approach is Θ(km3), where k is the number

of maps and m is an upper bound on the number of alignments. In the worst case, if

we aligning maps such that features on each map are aligned with corresponding gaps

then we could have m ∈ O(2k−1n). In practice, however, we have m ∈ O(n). The

other disadvantage of this approach is that it does not guarantee optimality, unless cost

function ∆ is decomposable into sum of pairwise costs. The order in which maps are

processed can give rise to different (sub-optimal) solutions.
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Input: {Q1, Q2, . . . , Qk} - a set of k genomic feature maps to align, δ -
penalty for missing feature

Output: R - a set of alignments, where each alignment is an l-tuple
such that each i-th element (i = 1..k) of a tuple is a feature
either belonging to i-th genomic map or is a gap (marked as
$). Each genomic feature from j-th map is present exactly
once and only at j-th position of the alignment tuple

R← ∅
for ∀f ∈ Q1 do

r ← (f, ·, . . . , ·) - tuple of size k
R← R ∪ r

end
for ∀j ∈ {2, . . . , k} do

Solving m-to-n assignment problem
X ← ∅ ∧ Y ← ∅
for ∀r ∈ R do

X ← X ∪ {average location of r}
Y ← Y ∪ {$}

end
for ∀f ∈ Qj do

Y ← Y ∪ {µf}
X ← X ∪ {$}

end
M ←Hungarian Algorithm(X,Y ), with matching costs
∆($, ·) = ∆(·, $) = δ, ∆($, $) =∞, otherwise ∆(x, y) = |x− y|;
for m = (a, b) ∈M do

if a 6= $ then
corresponding to a track r ← (r1, . . . , rj , b, ·, . . . , ·)

else

R← R ∪ ([$](j), b, ·, . . . , ·)
end

end

end
return R

Figure 4.4: Sketch of ThIEF:Iterative

4.2.3 ThIEF:LP Linear Programing Solution

Next, we implemented an optimal algorithm called ThIEF:LP, which casts

the alignment problem as k-partite matching problem. Our problem is slightly more

general than the k-partite matching problem because we need to deal with gaps.

First we build a hyper-graph H = (V,E), where each vertex v ∈ V represent

a genomic feature, and a hyper-edge e ∈ E connects a subset of vertices (i.e., e ⊆ V )

61



representing a possible alignment. By construction, the graph is k-partite: each hyper-

edge contains at most one vertex from a partition (map). Allowing hyper-edges to “skip”

partitions allows us to model gaps in the alignment.

We build the graph H iteratively: we start from the vertices in the first

map/partition, then we add the nodes new partition and “refine” the set of possible

hyper-edges. To do so, for every hyper-edge e ∈ E we consider its extension using ver-

tices in new partitions: if the extension using vertex v is feasible (see next paragraph)

then we add the extended hyper-edge e∗ = e∪{v} to E. In addition we add new hyper-

edge enew = {v}. Observe that when adding a feature map the number of vertexes grows

linearly, but the number of possible hyper-edges grows exponentially.

To limit the size of the graph H we use the following heuristics. First, we do

not generate any “crossing” hyper-edges (i.e., that hyper-edges that violate assumption

(1) above). Second, we filter out hyper-edges that connect features that are located

further than 2δ. Otherwise, such hyper-edge could be split into two hyper-edges with

smaller total cost.

The outline of ThIEF:LP is shown on Figure 4.5.

4.3 Experimental Results

To generate synthetic feature maps we proceeded as follow. Each dataset

depends on five parameters, namely (1) the number k of feature maps, (2) the number n

of features, (3) the minimum distance d between features, (4) the probability p of a gap,

and (5) the movement σ. The algorithm generates an initial map Q where the features

are placed at random locations so that the average distance between adjacent features

is uniformly distributed in [d, 2d].
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Data: {Q1, Q2, . . . , Qk} - a set of k genomic feature maps to align, δ -
penalty for missing feature

Result: R - a set of hyperedges, where each edges is an l-tuple such that
each i-th element (i = 1, . . . , k) of a tuple is a feature either
belonging to i-th genomic map or is a gap (marked as $). Each
genomic feature from j-th map is present exactly once and only
at j-th position of the alignment tuple.

E1 ← ∅
V ← ∪f∈{Q1,...,Ql}f

for ∀f ∈ Q1 do
E1 ← E1 ∪ (f, ·, . . . , ·)

end
for ∀j = 2, . . . , l do

Ej ← ∅
for ∀f ∈ Qj do

Ej ← Ej ∪ ([$](j−1), f, ·, . . . , ·)
for ∀e ∈ Ej−1 s.t. distance(e, f) ≤ 2δ do

ej ← f
Ej ← Ej ∪ {e}

end

end

end
E ← El
for e ∈ E do

ecost ← ∆((e1, . . . , el))
end
Create LP for the problem of finding minimum weight hyperedge cover
for H = (V,E)
Solve LP using GLPK
R← resulting set of hyperedges

Figure 4.5: Sketch of ThIEF:LP algorithm

From the initial map Q we generated k maps as follows. For each map we

take a feature f ∈ Q and we shift its location a random quantity drawn from Gaussian

distribution with parameters (0, σ). By keeping track of which feature moved where

during these step we can establish the “ground-truth” alignment set. The final step is

to scan all the features and, with probability p, replace them with a gap.

Observe that this procedure can produce alignments that do not satisfy the

assumptions from Section 4.1.1, in particular, trajectories of alignments could cross.
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Figure 4.6: Percentage of true alignments recovered for several choices of movement
parameter σ

4.3.1 Performance Analysis

We analyzed the performance of ThIEF:LP and ThIEF:Iterative against

the naive (greedy) approach on synthetic datasets. We generated a large number of

datasets consisting of k = 3 maps and n = 1000 features, using different values for

minimum distance d between features, gap probability p and movement variation σ.

We compared the alignments produced by these tools against the “ground-

truth” and measured the percentage of recovered alignments (sensitivity) and the pro-

portion of recovered alignments in the output (specificity). Figure 4.6 shows the average

sensitivity as a function of the movement parameter σ. Observe that ThIEF:LP out-

performs the other approaches, as we would expect given that ThIEF:LP is guaranteed

to generate optimal solutions. ThIEF:Iterative has slightly worse performance but

still better then naive approach. Also observe that as σ increases, the performance

decreases: this could be explained by the fact that with more variation in the location
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Figure 4.7: Percentage of true positive alignments in the output recovered for several
choices of movement parameter σ

of the features it becomes more likely to have crossing of alignment trajectories, which

none of the tools was designed to capture. Specificity analysis shows a similar behav-

ior (see Figure 4.7). Here ThIEF:LP and ThIEF:Iterative have almost identical

performance, which is significantly better than the naive.

4.3.2 Execution Time

To study the speed of the three algorithms we measured the cumulative exe-

cution time on a variety of input datasets.

First, let’s consider ThIEF:Iterative. The theoretical running time is Θ(km3),

where k is the number of maps and m is an upper bound on the total number of align-

ments. The functional dependency between m and n is data-dependent, specifically

how many new alignments are introduced at every iteration (instead of extending ex-

isting ones). The worst case is m ∈ O(2k−1n). As a result, the total worst-case time-

complexity could be as bad as O(2kn3). Figure 4.8 shows the experimental dependency
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between the execution time of ThIEF:Iterative and the number of maps k. Observe

that since the Y axis is log-scale, these experiments confirm that the actual running

time is exponential. Figure 4.9 shows the dependency between the execution time of

ThIEF:Iterative and the number of features n, for k = 5 and k = 6 maps. The solid

lines are cubic functions of n fitted to the data. These experiments confirm the cubic

dependency on number of features of the maps in the input.

Next, we consider ThIEF:LP. The running time is dominated by the cost of

solving a linear program, which in the case of the simplex algorithm, has exponential

worst-case running time (although in practice, for the large majority of the instances

the time-complexity of simplex is polynomial). The size of the linear program depends

on the size of the hyper-graph: in our implementation, the size of the graph can be

exponential in k, that is O(nak), where a > 1 is a constant. Figure 4.10 shows the

dependency between execution time and the number of maps k. Each curve shows a

linear trend (note that Y axis is in log-scale). The different shape of the blue curve

(twenty features per map) could be explained by the fact that with small inputs the

I/O overhead of transferring the data to the GLPK solver dominates the execution

time. When we consider the blue curve for at least five maps the size of the hyper-graph

becomes big enough so that solving the linear program dominate the execution time.

These experiments support the claim of exponential complexity on the number of maps.

Figure 4.11 shows a linear dependency between the execution time and the number of

features to track, as expected from the theoretical analysis.

Since ThIEF:LP was implemented in Python and ThIEF:Iterative in C++,

comparing their execution time is not very meaningful.
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of maps to align, for different choices of the number of features.

4.4 Conclusion

In this Chapter we described the general problem of comparing multiple genome-

wide “genomic-feature” maps in a framework similar to multiple sequence alignment. We

implemented two novel tools to perform this task, called ThIEF:LP and ThIEF:Iterative.

ThIEF:LP finds a global optimal solution by constructing a hyper-graph representing

the problem and solves it via linear programming. ThIEF:Iterative reconstructs the

final alignments by computing pair-wise alignments using the Hungarian algorithm: as a

consequence solution the solution is not guaranteed to be optimal. We determined that

ThIEF:LP has slightly better sensitivity than ThIEF:Iterative, however the latter

approach is more suitable for aligning a large number of maps. Both tools perform

significantly better than naive (greedy) approach.
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Chapter 5

Conclusions

In this dissertation, we addressed some of the computational issues associated

with the analysis of sequencing data enriched for nucleosomes. We proposed two novel

algorithms to detect nucleosomes, for single- (NOrMAL) and paired-end (PuFFIN)

sequencing data respectively. Then we examined the problem of aligning genomic fea-

ture maps. As a result we devised a novel framework THiEF that encompasses two

algorithms THiEF:Iteration and THiEF:LP.

5.1 Publications

This dissertation includes two publications and one unpublished manuscript.

The findings on NOrMAL was presented at ISMB 2012, Long Beach, CA and pub-

lished in Bioinformatics. The work on PuFFIN was presented at RECOMB-SEQ 2014,

Pittsburg, PA and will be published in BMC Bioinformatics.

Full list of publications by A. Polishko:

• “PuFFIN - A Parameter-free Method to Build Nucleosome Maps from Paired-

end Reads” by A. Polishko, E. M. Bunnik, K. Le Roch and S. Lonardi, BMC
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Bioinormatics (in press), 2014.

• “DNA-encoded nucleosome occupancy regulates transcriptional levels in the hu-

man malaria parasite Plasmodium falciparum”, by E. Bunnik, A. Polishko, J.

Prudhomme, N. Ponts, S. S. Gill, S. Lonardi and K. G. Le Roch, BMC Genomics,

15(1):347, 2014.

• “Mechanisms of small RNA generation from cis-NATs in response to environmental

and developmental cues”, by X. Zhang, Y. Lii, Z. Wu, A. Polishko, H. Zhang,

V. Chinnusamy, S. Lonardi, J.-K. Zhu, R. Liu and H. Jin, Molecular Plant, 6(3):

704-715, 2013.

• “NOrMAL: accurate nucleosome positioning using a modified Gaussian mixture

model.” A. Polishko, N. Ponts, K. G. Le Roch, S. Lonardi. ISMB 2012 - Pro-

ceedings of Annual International Conference on Intelligent Systems for Molecular

Biology, i242-i249, Long Beach, CA, 2012. Special Issue of Bioinformatics, 28(12):

i242-i249, 2012. Presentation at ISMB 2012. Poster at WABI 2012.

• “ThIEF: a novel tool for TrackIng gEnomic Features”, by A. Polishko, E. Bunnik,

K. G. Le Roch, and S. Lonardi. (manuscript in preparation)
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