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Abstract

A Fine Scale Analysis of a Tropical Suture Zone

by

Sonal Singhal

Doctor of Philosophy in Integrative Biology

University of California, Berkeley

Professor Craig Moritz, Chair

In my dissertation, I use a comparative approach to exploit an outstanding natural
experiment, a suture zone in the rainforest of northeast Australia, to answer questions
about speciation and hybridization. The suture zone consists of twenty identified con-
tacts between phylogeographic lineages, mostly within morphologically defined species.
Although the contacts in the zone likely formed concurrently in response to Holocene
expansion from glacial refugia, the lineage-pairs meeting in the contacts exhibit a wide
range of genetic divergences. This natural variation enables analysis of the outcomes of
secondary contact at different stages of the divergence process. Importantly, although
most studies of speciation focus on lineages that show marked phenotypic divergence, I
focus on morphologically cryptic lineages, which, though common in nature, have been
understudied in this regard. Through my dissertation, I consider contact zones between
six lineage-pairs within four morphologically-defined skink species, Carlia rubrigularis,
Lampropholis coggeri, Saproscincus basiliscus, and S. lewisi.

Through this work, I find support for the reality of cryptic species and argue that the
presence of cryptic species can suggest a wider plurality of speciation models than we
typically consider (Chapter 1). Indeed, by combining multilocus methods and dense sam-
pling, I find that reproductive isolation between phylogeographic lineages scales tightly
with divergence (Chapter 2). These results support the widespread, yet previously unsub-
stantiated, notion that phylogeographic structure of increasing depth represents a contin-
uum towards complete speciation, even in the absence of overt ecologically-driven di-
vergent selection. I extend these results by looking at introgression across the genome,
finding that genome-wide selection, driven by selection against hybrids, structures intro-
gression patterns much more strongly than locus-specific selection histories (Chapter 3).
By analyzing the sole lineage-pair in this system that exhibits genealogical discordance,
I suggest that geographic stability across time is key to driving divergence (Chapter 4).
Further, through combining a fine-scale investigation of a single contact zone with simu-
lations and a meta-analysis, I argue that selection against hybrids, in the form of intrinsic
genetic incompatibilities, maintains species boundaries at these contact zones (Chapter
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5). Finally, as my work is enabled by emerging genomic technologies for non-model or-
ganisms, I summarize my genomics approach, and its associated benefits and challenges,
as applied to transcriptome data from these lineages (Chapter 6).
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Chapter 1

Cryptic species and biodiversity

1.1 Abstract
Cryptic species, or genetic lineages within morphologically-defined species, have been
recognized for as long as systematists have collected data on biochemical and genetic
polymorphisms. The importance and relevance of these species have been debated, espe-
cially as they do not fit the original paradigm of species as morphologically-differentiated
units. In this review, we look at the history of cryptic species, summarize findings from
the Australian Wet Tropics on the nature of cryptic species, and discuss the consequences
of cryptic species for our understanding of speciation and adaptation. We argue for a
hypothesis-based approach to delimiting species, in which species boundaries are first
outlined using genetic data and then refined with subsequent data on phenotypic diver-
gence of and reproductive isolation between these putative lineages.

1.2 Introduction
From letters from Charles Darwin to Joseph Lee Hooker in which Darwin compares char-
acterizing species as mutable to confessing to murder [73] to recent debates about the va-
lidity of using genetic data solely to define species boundaries [192, 29, 108], delimitation
of species remains one of the most contentious subjects in biology. The angst surrounding
species delimitation can cloud an important reality – for the most part, we make remark-
ably similar judgements when looking at the bewildering biodiversity that surrounds us
and defining the discontinuities we see as species. Perhaps the best evidence for this is
the high concordance between lists of ”folk species” – taxonomic groupings of regional
biota by indigenous communities – and lists of Linnean species – taxonomic groupings
of biota by taxonomists [225]. Such work suggests that, although species delimitation is
an inherently subjective exercise [148], independent observers often arrive at the same
conclusion, and thus, perhaps most species boundaries are not that fuzzy.
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That said, the subjectivity of defining species can become quickly apparent in a few
cases, none of which are mutually exclusive. First, as noted by Darwin, species are mu-
table, and diverging units thusly occur on a continuum from population-level differen-
tiation to reproductively-isolated lineages [72, 215]. We lack clear metrics for how much
divergence is necessary for two lineages to be defined as two species. Indeed, setting
this somewhat arbitrary benchmark undergirds much of the debate around defining op-
erational taxonomic units (OTUs) through DNA barcoding [216]. As an extension, most
species are not homogeneous, and they contain some level of polytypy and intergradation
within their ranges [213]. Whether this variation is sufficient to name a new species can be
unclear, and thus, this variation is instead oft-characterized as subspecies, races, or eco-
morphs [80]. Second, we can characterize lineage divergence both through genetic and
phenotypic measures. When these two axes of variation portray discordant pictures of
differentiation – for example, when phenotypic disparity is high and genetic divergence
is low, or when genetic divergence is high and phenotypic disparity is low – the status
of these lineages becomes ambiguous. A common example of such a pattern is ”cryptic
species”, or genetic lineages within morphospecies that exhibit little or no morpholog-
ical divergence [40]. With the ever-increasing ease of obtaining genetic data for diverse
taxa across their range, the number of cryptic species recognized continues to grow. Yet,
many questions about such species – such as, are they any different from morphospecies?
are they just evolutionary ephemera? are they truly cryptic? why have they remained
morphologically conserved? – remain unanswered. Further, such cryptic lineages fall
throughout the full range of the divergence continuum [142, 228, 124], compounding the
first challenge with the second and thus making species limits even more obtuse.

With an eye to these challenges and unanswered questions, we review cryptic speci-
ation in this paper, looking at its historical evolution as a concept and discussing how it
affects our understanding of speciation more globally. In doing so, we use an exemplar
system, the Australian Wet Tropics, to illustrate approaches for understanding cryptic
species and to outline areas for future investigation.

1.3 A Historical Perspective
Early taxonomy – and, by extension, systematics – was based on identifying variation
in easily accessible phenotypic data, which typically meant morphological characteristics
such as size, shape, and coloration [226]. Even as species concepts moved towards being
more process-oriented, morphological data remained an important marker of species dif-
ferentiation. In fact, Ernst Mayr, who advocated using extent of reproductive isolation to
delineate species, recognized that morphological data had a particularly important role to
play in understanding species boundaries in allopatric populations. In such populations,
he argued, as other researchers have confirmed with empirical data across taxonomic
groups [111, 46], that the degree of morphological difference is correlated with the extent
of reproductive isolation [226].
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However, when systematists started collecting data on biochemical polymorphism,
we gained a second axis on which to characterize variation in populations [190], and
it quickly became apparent that variation in morphology and genetics were not always
correlated. For example, researchers uncovered cases of phenotypic variation with no
concomitant genetic differentiation, leading to some lineages being synonymized (i.e., the
color morph of the salamander Plethodon gordoni; [104]). Importantly, the inverse was true;
genetic data also led to the identification of many ”sibling species”, or morphologically-
similar species that showed evidence for reproductive isolation and that were genetically
distinct, such as early studies that identified chromosomal races within Drosophila species
[82, 52]. Re-analyzing phenotypic data in light of these genetic data sometimes showed
that these species were pseudo-cryptic, and either these lineages were, in fact, differenti-
ated morphologically, but subtly or in more cryptic morphologies (i.e., genitalia; [366]), or
they were differentiated along non-morphological phenotypic axes (i.e., acoustic signals
in crickets [270] or flashing patterns in Photuris fireflies [21]).

Genetic data became increasingly easier to collect as researchers moved from collect-
ing chromosome data sets to allozyme data sets [12] to mitochondrial data sets, includ-
ing DNA barcoding studies [182, 141], to multi-locus nuclear data sets [49]. Along the
way, helped by ever decreasing prices for collecting genetic data, researchers began as-
saying patterns of genetic variation across species’ ranges, contributing to the emerging
field of phylogeography [11]. This confluence led to rapid increases in the number of sib-
ling species – now typically defined as ”cryptic species” in recognition of the diversity
of evolutionary relationships these lineages exemplified [180] – to the point that a quar-
ter of papers published in Zoological Record Plus mention cryptic species [40]. These
cryptic species occur in a diversity of taxa, including species that are considered morpho-
logically simple (fungi, [118]; moss, [322]; parasites; [36]) and those considered complex
(vertebrates, [13]; butterflies, [53]). Many of these cryptic species evince as much genetic
divergence as morphologically defined species [377, 228, 124], and many show evidence
for reproductive isolation, whether they occur in sympatry without hybridizing [36, 123,
171] or there is evidence for hybrid dysfunction [28, 355, 128]. A good number of cryptic
species are parapatrically distributed lineages (or, phylolineages) within morphospecies
[11], which will be the focus of this review.

1.4 The Australian Wet Tropics: A Case Study in Cryptic
Speciation

Parapatrically-distributed phylolineages provide a unique opportunity to investigate cry-
ptic species, because, by characterizing lineage interactions at zones of secondary contact,
we can understand what mechanisms, if any, are keeping lineages distinct [145]. Suture
zones, or narrow geographic regions in which multiple contact zones overlap [294], can
further strengthen inference by allowing comparative studies across a common ecolog-
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ical setting and biogeographical history. Here, we review over twenty years of phylo-
geographic, ecological and morphological data from a suture zone in the Australian Wet
Tropics, focusing on phylolineages within three lizard species complexes to understand
better the nature and reality of cryptic species.

This suture zone formed as a consequence of repeated glacial cycling during the Neo-
gene [244, 146, 294]; during the cool-dry and warm-wet stages of the glacial cycle, the
rainforest contracted into two major and several minor refugia [133, 360]. Rainforest en-
demics tracked the moving rainforest, leading to divergence between populations re-
stricted to isolated refugia. Since the Last Glacial Maximum, the climate has warmed, the
forests have expanded, and long-isolated lineages in a number of taxa (i.e., frogs, beetles,
lizards, mammals) came into secondary contact. Our work here focuses on differentiation
in three lizard species complexes: Carlia rubrigularis/C. rhomboidalis, Lampropholis coggeri,
and Saproscincus basiliscus/S. lewisi. These species are all fossorial skinks that range in
30 to 70 mm in snout-vent length [376]. They are ecologically-similar – they all reside
in the leaf-litter at rainforest edges and gaps [373] – and they are closely related – they
likely diverged about 25 mya [331]. Across these five species, there are ten phylolineages
(Fig. 1A), which can be paired as seven sets of lineage-pairs (Fig. 1B). Of these seven
lineage-pairs, we have identified zones of secondary contact between five; the habitat is
not continuous between the remaining two lineage-pairs: C. rubrigularis S/C. rhomboidalis
and S. basiliscus C/S.

The phylolineages in these complexes were first identified through broad-range mito-
chondrial DNA sampling throughout each complex. Sampling revealed multiple, deeply-
divergent lineages that were often as genetically distinct as morphospecies in this group
(Fig. 2). We identified these major nodal breaks as putative cryptic lineages, all of which
but L. coggeri N correspond to reciprocally monophyletic lineages. Each of these phylolin-
eages is fractal and shows further, geographically-restricted variation in mtDNA. How-
ever, as can be seen in the nuclear network results (Fig. 2), there is little structure in the
nuclear genome within these phylolineages, and thus, we focus only on the major clades
within each complex. Importantly, for all lineages but S. basiliscus S, we see strong concor-
dance between our mtDNA and the nuclear DNA results across geographic patterns of
variation, systematic relationships, and divergence depth (Fig. 2; Fig. 3). This high con-
cordance further strengthens the reality of these cryptic lineages. Many cryptic lineages
are defined based primarily on plastid genomes (i.e., mitochondrial and chloroplastid
genomes; [141, 40]), because plastid markers work across a wide range of taxa and are
highly variable [18]. However, theoretical and empirical data show that the unique char-
acteristics of plastid genomes (i.e., their important role in organismal physiology, unilineal
inheritance patterns, rapid mutation rate; [18]), along with coalescent variance [365], can
lead to discordant patterns between the plastid genome and the rest of the genome. As
such, it is important to confirm that lineages identified using single-locus plastid data are
robust across other markers [49], as we have done here.

To describe these lineages, we focused on three aspects: their divergence history, mor-
phology, and ecology. First, we fit a standard isolation-with-migration model [280] to
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genetic data for each lineage-pair, thus inferring the divergence time and migration rates
during divergence. We inferred a 6.2× range in divergence times, scaling from 1.83 mya
for the youngest lineage-pair to 11.4 mya for the oldest lineage-pair (Fig. 4). Across
all lineage-pairs but for S. basiliscus C/S, we inferred very low rates of migration; for
S. basiliscus C/S, we had trouble precisely defining the number of migrants. However,
for this lineage-pair, the number of effective migrants was estimated to be significantly
greater than 1, which is considered to be the critical value defining population struc-
ture [379, 390]. Morphological variation across phylolineages within each species com-
plex was limited (Fig. 5). Where lineages are different, the differences are generally sex-
specific and absolutely limited, such that these differences cannot help discern between
lineages in the field. That said, two lineage-pairs are visibly distinct morphologically – the
youngest lineage-pair, C. rubrigularis S/C. rhomboidalis, differ in throat color [160] – and
the oldest lineage-pair, S. basiliscus N/S. lewisi, have differing distributions of the number
of para-vertebral scales [65]. Finally, these phylolineages have no obvious differences in
their ecology – years of observation have noted no variation in microhabitat use or phe-
nology. Further, although there are broad-scale environmental changes across the AWT
[244], this gradient is subtle. Indeed, looking at environmental variation across the ranges
of each phylolineage, the extent of variation across lineages overlaps considerably (Fig.
6). Thus, despite the marked difference in divergence times across these lineage-pairs,
almost all pairs share remarkable conservation in both morphology and ecology.

What about the ”reality” of these lineages, though? Although they are genetically dis-
tinct, they could easily be evolutionary ephemera destined to be lost to hybridization as
the pairs reunite in secondary contact. An emerging approach to delimiting species uses
a coalescent-based models to identify speciation events by determining which lineages
are evolving independently [287, 109]. Using such an approach here, every lineage was
identified as a species with a high probability (Fig. 1A). However, evolutionary inde-
pendence in allopatry need not correlate with evolutionary independence in parapatry.
Although genetic distance (a proxy for evolutionary independence in allopatry) is cor-
related with reproductive isolation [67, 312], the strength and form of this relationship
is neither perfect nor constant across taxonomic groups [45, 121]. In this system, we see
that evolutionary independence in allopatry as measured by coalescent-based models is
not synonymous with independence in parapatry, because not all lineage-pairs show ev-
idence for reproductive isolation.

That said, we find that the extent of reproductive isolation evolves in a remarkably
predictable fashion [326]. For the lineage-pairs where we could indirectly infer the extent
of reproductive isolation, we find evidence for strong isolation between the lineage-pairs
C. rubrigularis N/C, L. coggeri C/S, and S. basiliscus N/S. lewisi, both at geographical (Fig.
7) and genomic scale (Fig. 8). In fact, we sampled no hybrids where S. basiliscus N/S.
lewisi meet, suggesting that if they are hybridizing, the hybrids fail to reproduce success-
fully (Fig. 7E). On the other hand, L. coggeri N/C and S. basiliscus C/S show little evi-
dence for reproductive isolation (Fig. 7 & 8); introgression is rampant throughout their
range and their genomes. For the lineage-pairs which are allopatric, behavioral data for
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C. rubrigularis S/C. rhomboidalis suggest the two lineages mate assortatively [84], which
would help maintain genetic independence if the lineages were to meet. For S. basiliscus
C/S, the status of these lineages remains unclear. On one hand, there appears to have
been massive introgression in the past which eroded the nuclear divergence between the
lineages [328]. On the other hand, these lineages are quite distinct at the mitochondrial
genome. If selection is maintaining mtDNA divergence, then it is quite possible these
lineages will continue to evolve as evolutionary independent units in allopatry.

1.5 Implications of Cryptic Species
The data from the AWT and other systems illustrate the ubiquity of cryptic species and
suggest, based on observations from where lineages occur in syntopy, that they are evo-
lutionarily independent lineages. Given this, what of cryptic species? Are they somehow
distinct from morphospecies, and do they deserve special study? Ernst Mayr, one of the
major champions of sibling species, argued no; he believed that morphologically-similar
lineages were no different from morphologically-differentiated lineages [225]. In many
ways, Mayr is right – there is no reason to assume that the evolutionary forces driving
divergence would be different between the two types of species – and, in fact, at a gross
level, cryptic species are in no way special. Most empirical data show that cryptic species
can both be very young [193, 238] and old [377, 228], and meta-analyses suggest they oc-
cur fairly evenly across taxonomic groupings and geographic localities [277]. That said,
the mere fact that cryptic species are not morphologically differentiated begs discussion;
as Dobzhansky (1946) recognized, ”to an ecologist or a geneticist, morphologically similar
species are important because their existence proves that morphological differentiation is
not an essential, though widespread, concomitant of evolutionary divergence.”

How do cryptic species form without accompanying morphological divergence? Cur-
rently, much speciation research focuses on the role of divergent natural selection in driv-
ing lineage formation (”ecological speciation”; [315, 258]); in such systems, lineages are
often markedly different in obvious phenotypic traits, such as floral shape in columbine
flowers [368], coloration in desert lizards [301], or body shape and color in Timema insect
morphs [259]. Under strong divergent natural selection, lineages can evolve pre-zygotic
isolation (for example, evolving mate choice based on coloration in cichlid fishes; [318])
and post-zygotic isolation (for example, selecting against hybrids between the different
morphs of Euphydryas butterflies [227] and evolving Dobzhansky-Muller incompatibil-
ities (DMIs) as a correlated by-product of divergent selection in Mimulus [378]). Even
in the presence of gene flow [83], divergent natural selection can rapidly drive lineages
to different adaptive peaks. However, in cryptic lineages, the handiwork of divergent
natural selection appears absent, as there is no change in the most obvious marker of
phenotypic divergence – morphology. That does not mean that divergent natural selec-
tion fails to act in these systems; instead, divergent natural selection could be acting on
more cryptic phenotypes, such as habitat specialization (e.g., Astraptes butterflies; [141]),
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chemiosensory profiles (e.g., Drosophila fruit flies; [66]), structure of reproductive proteins
(e.g., the ascidian Ciona; [262]), life cycle histories (e.g., Mordellistena beetles; [43]), and
physiology. However, for most cryptic species, including the AWT lineages, we have lit-
tle data showing any phenotypic divergence, both because data on these phenotypes are
much more time-intensive to collect and because what data we have collected shows no
differentiation (i.e., habitat [244] and physiology (Phillips, unpublished)). Thus, although
cryptic lineages often show no obvious evidence of adaptation, adaptation is prevalent in
speciation [338] – it will just require more time and effort to identify the relevant pheno-
types in cryptic lineages.

As another possibility, models in which divergent selection does not play a big role
(also termed ”non-ecological speciation”; [315]) might explain divergence amongst these
cryptic lineages. Such models can be loosely grouped into four types: models involving
polyploidy, social and sexual selection models, mutation-order speciation models, and
drift-driven models. Though it has driven cryptic divergence in other species complexes
[44], polyploidization is unlikely to be a factor here, and we refrain from discussing it
futher. In many natural systems, sexual selection interacts with divergent selection to
generate spectacular radiations (e.g., the swordfishes Xiphophorus; [304]). However, mod-
els also suggest that drift and sexual selection might interact to lead to divergence in
mating cues between isolated populations [359, 186]. Given that these lineages are fos-
sorial and thus are likely less visually-oriented, it is possible, however, that the species
have diverged in chemiosensory profiles. Indeed, given that we have no evidence for hy-
bridization between S. basiliscus/S. lewisi, we suspect that there is pheromone-mediated
pre-mating isolation between these lineages, a hypothesis we are currently testing. An-
other possibility is that the lineage-pairs diverged in similar habitats, and thus, they were
subject to parallel selection. Because different mutations arise in each lineage and are
fixed in different orders, these lineages can then still accumulate substantial divergence
and post-zygotic isolation via Dobzhansky-Muller incompatibilities [219, 260, 62]. Sup-
port for this model is equivocal [295, 78], but, because it predicts phenotypic similarity
among populations, it remains a useful framework for explaining genetic divergence in
cryptic lineages. Finally, drift remains a ”null hypothesis” to explain divergence, whether
via traditional population genetic models or updated versions of drift along ”holey”
adaptive landscapes [113]. In particular, the original verbal models for DMIs proposed
that they became fixed in populations through drift [81, 247]. That said, drift can be ex-
ceedingly slow at driving divergence [115, 265]. Although models that include a severe
bottleneck (e.g., founder-flush models; [56]) can hasten divergence by drift, drift-based
models are still likely too slow to appreciably and reliably generate the multitude of cry-
ptic species we see. Further, the likelihood that populations would drift solely along ge-
netic and not morphological axes is unclear; unless some other factor is promoting stasis
[364], we would expect drift to drive divergence along both axes. Yet, despite these theo-
retical challenges and the limited data in support [295, 115, 78], drift-based models remain
a starting hypothesis to explain divergence, whether in cryptic or non-cryptic lineages.

Importantly, unlike speciation models involving divergent selection, models without
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divergent selection are not robust to gene flow [1, 260, 358], because there is no counter-
point to the homogenizing effects of gene flow. With the development of coalescent-based
methods to infer levels of gene flow between diverging lineages [147], we see that most
lineage-pairs, including the AWT lineage-pairs (Fig. 4), exchange only a modest number
of migrants as they diverge [280]. However, even a modest number of migrants (Nm <
1; [19]) can prevent divergence. Further, these models quite possibly underestimate the
number of migrants. The actual divergence history of these lineage-pairs is likely much
more complex than what we modeled here; biogeographic reconstructions in both this
system [133] and other systems affected by Pleistocene cycling [146] show that ranges
were dynamic during time and there was likely repeated, brief interludes of connectivity
between lineage-pairs during which there could have been introgression. Indeed, intro-
gression during such interglacials is likely what drives the discrepancy between nuclear
and mitochondrial genomes in S. basiliscus C/S [328]. By fitting our genetic data to a sim-
pler divergence with gene flow model, we likely are underestimating the number of mi-
grants. On one hand, if our lineage-pairs are exchanging appreciable number of migrants
as they diverge (Nm > 0), speciation hypotheses that include divergent natural selection
become more probable. On the other hand, gene flow during these interglacials might be
spatially restricted, such that introgression does not extend far beyond the zone of sec-
ondary contact [168]. When populations are again sundered, these bouts of interglacial
gene flow would leave little evidence behind, except perhaps at loci that experienced se-
lective sweeps. If introgression is limited in both its spatial and genomic extent, then
both models that include and exclude divergent natural selection could explain cryptic
lineage divergence. Thus, understanding the patterns of gene flow across space, across
the genome, and through time in these lineages, when integrated with assays of pheno-
typic variation along multiple traits, should help us discern what model of speciation best
applies to cryptic lineage-pairs.

1.6 Conclusion
Cryptic species challenge traditional notions of species, because the discrepancy between
morphological and genetic axes of divergence can make them hard to categorize. Yet,
other data suggest that many cryptic species are phenotypically divergent, but on axes
of variation that are harder to measure. In cases where we cannot identify phenotypic
differences, like the AWT taxa, we can test the reality of these lineages through other
means, such as looking at interactions between cryptic lineages in sympatry. Often, these
richer, more integrative datasets complement genetic data and show that cryptic lineages
are independently evolving units [287]. However, as we also see in the AWT taxa, despite
marked genetic differentiation, some cryptic lineages might just be ephemera, destined to
be lost to hybridization with sister lineages. These data remind us that proposing species
boundaries is a hypothesis [109], an educated guess at the fate of these lineages and a
recognition of the ever-evolving nature of species [72, 215, 80].
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1.7 Methods

1.7.1 Genetic Analyses
Species Tree

To collect multi-locus nuclear data for these lineages, we employed the anchor-tagged
enrichment approach described by [194]. Here, for each lineage, we sampled two indi-
viduals, except for C. rhomboidalis, S. basiliscus S, and S. lewisi, for which we sampled one
individual. The raw reads from this enrichment experiment were assembled following
Lemmon and Lemmon (in prep), resulting in a data set of approximately 480 loci per lin-
eage. To identify haplotypes at each of these loci, we filtered and cleaned the raw reads
following the approach outlined in [325], mapped reads back to their corresponding as-
sembly with Bowtie2 [188], and inferred haplotypes using HaplotypeCaller in GATK [77].

These haplotype data were then used to infer species trees via three methods. First, we
created three alignments of 50 random loci, for which we estimated the ideal partition-
ing scheme and model of molecular evolution using PartitionFinder [187]. For each align-
ment, we then inferred the species tree using STARBEAST, setting the clock model to be
”uncorrelated lognormal” and estimating the clock rate to be relative [143]. We ran each
alignment 5 times for 1e8 generations, sampling every 1e5 generations, and compared
convergence across results with Tracer [290]. STARBEAST can account for uncertainty in
estimating gene trees, but because of computational challenges of doing so, can only han-
dle 50 – 100 loci. Thus, to take advantage of our full data set, we used the programs
STEAC and STAR, which summarize across gene trees to describe the species tree [204];
importantly, these methods cannot incorporate uncertainty in gene tree estimation and as-
sume gene trees are ”true”. We divided each locus into three partitions: the anchor region
which is slowly-evolving and the two flanking regions which show more variation [194].
We found the ideal partitioning and molecular evolution model using PartitionFinder, and
we used the partitioned alignment to infer gene trees with RAxML [340]. We then used
STEAC and STAR to infer the species trees given the set of best-scoring gene trees across
all the loci.

Bayesian Species Delimitation

An emerging approach in species delimitation is to use coalescent-based approaches to
identify lineages that are behaving genetically as species [109]. We apply these approaches
to our species complexes using BPP2.2 [292] and the nuclear data described above. For
each species complex (S. basiliscus/S.lewisi, L. coggeri, and C. rubrigularis/C. rhomboidalis)
and one outgroup, we created five random alignments of 50 loci each. BPP requires the
relationships among terminal taxa to be known; thus, for each complex, we used the
relevant subtree of the highly-supported species tree as the guide tree (Fig. 1A). Then, as
BPP is sensitive to both priors for τ and θ and has issues with adequate mixing [192, 292],
we ran each alignment four times, changing the priors each time and randomly selecting
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a starting tree. The prior sets were θ ∼ G(1, 10), τ ∼ G(1, 10), θ ∼ G(2, 2000), τ ∼
G(2, 2000), θ ∼ G(1, 10), τ ∼ G(2, 2000), and θ ∼ G(2, 100), τ ∼ G(2, 1000). For each
of these runs, we used the updated rjMCMC algorithm because [292] showed that it has
better mixing than previous versions of this algorithm.

Mitochondrial DNA Phylogeny

To summarize patterns of mitochondrial diversity for each complex, we inferred the gene
tree at ND4 using previously published data [85, 35, 245]. For each data set, we first parti-
tioned the data into the tRNA locus and the three coding positions of the NADH dehydro-
genase gene. We then co-estimated the ideal partitioning scheme and model of molecular
evolution with PartitionFinder. We used MrBayes to infer the gene tree for the partitioned
alignment, running the progam twice with four chains (three heated, one cold; default
heating parameters) for 50e6 generations with a 6e6 generation burn-in [159].

Nuclear DNA Network

To summarize patterns of nuclear data for each species complex, we used the program
POFAD [169], which creates individual-based distance matrices based on multi-locus hap-
lotypic data. Each matrix can then be visualized as a network with SplitsTree [158]. We cre-
ated nuclear gene networks for L. coggeri using data from [35] and for C. rubrigularis/C.
rhomboidalis using data from [85]. The S. basiliscus/S. lewisi network is reproduced here
without modification from [328].

Mitochondrial and Nuclear Divergence

To determine the correlation between nuclear and mitochondrial divergence, we used
Arlequin v3.1 to estimate raw Dxy and net Da sequence divergence between the lineage-
pairs at both the mitochondrial and nuclear genomes [102], as estimated by the Tamura-
Nei model. We calculated the divergence for all lineage-pairs studied here and other
lineage-pairs in this complex. These data are presented without modification from [328].

Divergence History Estimation

To infer the divergence history of each lineage-pair, we fit an isolation-with-migration
model via three different methods. Because all three methods employ the same basic
logic and were parameterized using the same mutation rate and generation time, our re-
sults are comparable across methods. For S. lewisi/S. basiliscus N and C. rubrigularis S/C.
rhomboidalis, we fit previously published data for six to eight nuclear markers using IMa2
[328, 85, 147]. For S. basiliscus C/S, we used Approximate Bayesian Computation [70] and
sequence data from eight nuclear loci and a single mitochondrial loci to fit a modified
isolation-with-migration model, in which migration rates between the nuclear and mito-
chondrial genomes were allowed to be different. These results were previously published
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in [328]. For the remaining four contacts, we used the program dadi to fit an isolation-
with-migration model to SNP variation summarized as an unfolded two-dimensional site
frequency spectrum (2D-SFS) [135]. These results were previously published in [326].

1.7.2 Morphological Analyses
To look at the extent of crypsis in these complexes, we determined the extent of mor-
phological variation across phylogeographic lineages. The data presented here follow
the methods of [326] and add additional, previously-published morphological data for
C. rhomboidalis from [84]. Briefly, morphological measures for adult lizards (snout vent
length, head width, head length, hind limb length) were, where relevant, regressed against
elevation and then used in a principal components analysis. We used MANOVAs to de-
termine if variation was significant and conducted follow-up ANOVAs and Tukey HSD
tests were relevant. Because these lizards are sexually dimorphic, all analyses were done
by sex.

1.7.3 Environmental Analyses
For each species complex, we used more than ten years of sampling data to infer patterns
of environmental variation across phylogeographic lineages. To do so, we first rarified
each sampling data set such that any points within 5 km of each other were removed
(script provided courtesy of S. Maher). We then extracted all 18 Bioclim variables for
these points and then used these data to conduct a principal components analysis across
lineages [150].

1.7.4 Inferring Reproductive Isolation
To determine the extent of reproductive isolation between sister lineages, we calculated
indirect measures of hybridization at all lineage-pairs with clearly-defined contact zones.
The data presented here are published without modification from [326]. Briefly, the con-
tact zone between each lineage-pair was densely sampled, and each individual was geno-
typed at 6–10 nuclear genes and 1 mitochondrial marker. These genotype data were then
used to infer clines with Analyse and levels of genomic admixture with Structure [26, 285].
For the four contact zones in which we saw evidence for hybridization, we captured over
3 megabases of sequence using anonymous pooled sequencing and custom exome target
arrays. With these data, we inferred an average of 12,300 clines per contact zone using R
[288]; data are published here without modification from Singhal and Bi (unpublished).
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Figure 1.1: A. Species tree of lineages included in this study as inferred with STARBEAST;
black asterisks mark nodes with posterior probability ≥ 0.95. Red asterisks indicate nodes
with speciation probabilities ≥ 0.95 as inferred with BPP. Gene trees used to infer the
species tree shown in the background. B. Map of contact zone localities. Dotted lines
indicate midpoints between phylogeographic lineages that are not tightly parapatric.
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Figure 1.2: Top: Map showing distribution of phylolineages in each species complex;
middle: mitochondrial DNA gene tree with with major nodes with posterior probabil-
ity ≥ 0.95 starred; bottom: nuclear network for each species complex as inferred with
POFAD.
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Chapter 2

Reproductive isolation scales with
divergence

2.1 Abstract
Phylogeographic studies often reveal multiple morphologically-cryptic lineages within
species. What is yet unclear is whether such lineages represent nascent species or evo-
lutionary ephemera. To address this question, we compare five contact zones, each of
which occurs between eco-morphologically cryptic lineages of rainforest skinks from the
rainforests of the Australian Wet Tropics. Although the contacts likely formed concur-
rently in response to Holocene expansion from glacial refugia, we estimate that the di-
vergence times (τ) of the lineage-pairs range from 3.1 to 11.5 Myr. Multilocus analyses
of the contact zones yielded estimates of reproductive isolation that are tightly correlated
with divergence time and, for longer-diverged lineages (τ > 5 Myr), substantial. These
results show that phylogeographic splits of increasing depth can represent stages along
the speciation continuum, even in the absence of overt change in ecologically relevant
morphology.

2.2 Introduction
There is now abundant evidence for deep phylogeographic divisions within traditionally
described taxa, suggesting that morphologically cryptic species are common [40]. Indeed,
deep phylogeographic structure based on mitochondrial DNA (mtDNA), and confirmed
by multilocus nuclear DNA (nDNA), is increasingly used as an initial step in species de-
limitation via integrative taxonomy [266]. As we grow better able to identify evolution-
arily independent genetic lineages within morphologically-defined species, what is often
missing is both an understanding of the forces leading to this diversity and evaluation of
whether these lineages are more than ephemera [303]. One way to start addressing these
issues is to test for reproductive isolation (RI) among such morphologically cryptic lin-
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eages. Is there substantial RI between cryptic lineages, and if so, how does this scale with
divergence time and historical gene flow? Answers to these questions will both inform
modern systematics and contribute to our understanding of speciation processes.

It has long been supposed that phylogeographic lineages represent a step in the con-
tinuum from population divergence to speciation [14]. More generally, speciation theory
posits that RI, especially post-zygotic RI, increases with divergence time, with the tempo
and form of the relationship depending on the genetic architecture of Dobzhansky-Muller
incompatibilities (DMIs) and the interaction of selection, drift, and gene flow [113, 130,
264]. But, given this, the heterogeneity of divergent selection is expected to blur the re-
lationship between RI and divergence [113]. A growing body of evidence supports a
general increase in RI with divergence time; however, with few exceptions [243], these
results derive from analyses of phenotypically distinct species pairs [45, 312]. As phylo-
geographic lineages within morphologically defined species are often parapatrically dis-
tributed, comparative analyses of RI indices in secondary contact zones could provide a
unique window into the dynamics of eco-phenotypically cryptic speciation [139]. Such
studies have the added advantage of addressing the evolution of RI in nature, in the or-
ganisms’ ecological context, rather than laboratory crosses, as is more common in the
literature.

To investigate the evolution of RI in nature, we exploit a system characterized by
climate-driven fluctuations in habitat extent and connectivity during the Neogene – the
rainforests of the Australian Wet Tropics (AWT; Fig. 1). Extended periods of retraction
of rainforests to mesic mountain tops has resulted in pronounced phylogeographic struc-
ture within endemic faunal species, but with variable levels of sequence divergence and
divergence time among intraspecific lineages [244, 35]. Where tested, these mtDNA lin-
eages are generally corroborated by multilocus nuclear gene analysis [244] (but see [328]);
however, eco-morphological divergence is subtle or absent [35, 154]. Following Holocene
rainforest expansions, over twenty contact zones involving pairs of morphologically cry-
ptic lineages formed between the historic refugia [244]. These contact zones provide a
natural experiment with which to test the hypothesis that RI increases with divergence
time among cryptic lineages. Previous studies of contact zones have revealed outcomes
ranging from negligible to strong RI [244], including one case of speciation by reinforce-
ment [155]. However, the cases studied to date are taxonomically and ecologically hetero-
geneous.

Here, we use comparative analysis of RI within five contact zones involving lineage-
pairs from a closely-related and ecologically-similar clade of terrestrial rainforest skinks,
across which there are varying levels of sequence divergence among component clades:
(Carlia rubrigularis N/S, Lampropholis coggeri N/C, L. coggeri C/S, Saproscincus basiliscus
N/C, and S. basiliscus N/S. lewisi; Fig. 1). We combine genome-scale analyses of di-
vergence history between allopatric populations with multilocus analysis of intensively
sampled contact zones to test for increasing RI with divergence time. We assume that per-
generation dispersal rates are similar across lineages, which indirect dispersal estimates
from this clade support [278, 327]. Because the focal lineages are ecologically-similar,
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rainforest-edge species that likely tracked the expanding rainforest front closely [373],
we further assume that the contact zones formed concurrently. Following from these as-
sumptions, we predict that RI scales closely with divergence, especially given the limited
ecomorphological divergence of these lineage-pairs [35] and, for at least one lineage-pair,
apparent absence of mate choice [84]. More specifically, we predict that, as divergence
time increases, cline widths should narrow, clines should exhibit less variance in cline
width, disequilibrium – both within- and between-loci – should increase, and frequency
of hybrids within the hybrid zone should decrease [27].

2.3 Methods

2.3.1 Sampling
We sampled five contact zones in the AWT from 2008 to 2011 (Table S1): Carlia rubrigularis
N/S, Lampropholis coggeri N/C, L. coggeri C/S, Saproscincus basiliscus N/C, and S. basiliscus
N/S. lewisi (Fig. 1, Fig. S1). For each contact, we first identified the location of the
contact zone by genotyping individuals at the mitochondrial genome (Fig. 1B). Then,
we collected samples from populations geographically-isolated from the contact zone,
which we used to infer demographic history and to develop markers. For four of the five
contacts, we sampled individuals non-destructively along a linear transect through the
contact zone (Fig. S1). For S. basiliscus N/S. lewisi, we sampled opportunistically because
initial data suggested the lineages were not hybridizing (Fig. S1). Data from the L. coggeri
C/S hybrid zone were previously published in [327], and we expanded the C. rubrigularis
N/S data set collected by [278], by genotyping new genes, increasing sample sizes, and
adding new populations.

2.3.2 Morphological Analyses
To test for phenotypic divergence across the major phylogeographic lineages within each
traditionally defined species, we measured adult lizards outside of the contact zones at
four standard characters for lizards: snout-vent length, head width, head length, and hind
limb length. Because these species show evidence of sexual dimorphism, we analyzed
these data by spliting each species data set by sex. Further, where deemed relevant by
MANCOVA, we removed the effect of elevation by taking the unnormalized residuals
of morphological characters against elevation. Using the first two major orthogonal axes
from a scaled principal components analysis, we tested for morphological differentiation
across phylogeographic lineages using MANOVAs, conducted follow-up ANOVAs on
results that were significant, and followed significant ANOVAs with Tukey HSD tests
[288].
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2.3.3 Genetic Data Collection
We collected two types of genetic data: (1) transcriptomic data from populations isolated
from the contact zone to infer demographic history and to develop markers and (2) geno-
typic data from populations located in the transition zone between lineages to infer the
extent of reproductive isolation. We collected transcriptomic data for five individuals per
lineage; with these data, we created pseudo-reference assemblies and called individual
genotypes as described in [325]. This variant information was then used to infer demo-
graphic history as described below. Using variant data, we also designed PCR-RFLP
markers for genotyping lizards from the contact zones. We selected variants that were
located in untranslated regions (UTRs) of genes, diagnostic for the two lineages, and eas-
ily resolved by robust and inexpensive restriction enzymes. Marker details, including
primers, annealing temperatures, and corresponding restriction enzymes, can be found
in Table S2. In total, individuals in the S. basiliscus N/S. lewisi contact zone were geno-
typed at 6 nuclear markers and mtDNA, and individuals in the other four zones at 10
nuclear markers and their mtDNA (Table S1).

2.3.4 Analysis
To analyze the data, we characterized the demographic history of the lineages and calcu-
lated several indirect measures of RI.

Fitting divergence histories

Many comparative studies use genetic distance as a proxy for time since divergence [312,
246]; however, genetic distance might be decoupled from divergence time, especially if
migration rates are high or ancestral population sizes are large [252]. Accordingly, we
inferred divergence time and other demographic parameters for each lineage-pair by fit-
ting an isolation-with-migration model to genetic data. For S. basiliscus N and its sister
species S. lewisi, because we did not have genomic data for S. lewisi, we used previously
published genetic data for eight loci [328] to infer model parameters with IMa2 [147].

For the remaining contacts, we used the transcriptomic data to fit an isolation-with-
migration model using dadi [135]. dadi uses a diffusion approximation to fit a likelihood
model for demographic history to the two-dimensional site frequency spectrum (2D-SFS),
which summarizes the distribution of allele frequencies for shared and private alleles.
We inferred the unfolded 2D-SFS using ANGSD, which is able to infer a population’s SFS
without calling individual genotypes [255]. Here, we only used UTR sequence because
UTRs are more likely to evolve neutrally than coding sequence [374], and we restricted
our analysis to high-coverage regions (≥20×) where we had greater confidence in geno-
type calling [255]. To construct the unfolded SFS, we polarized SNPs with sequence data
from other lineages in the clade. Inferred demographic parameters were converted from
coalescent units to real-time units by using estimates of the nuclear mutation rate, assum-
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ing a molecular clock, and accounting for differences in total sequenced length across
contacts [135]. Our estimate of the nuclear mutation rate (9×10−10 substitutions

bp×generation ) is derived
from fossil-calibrated estimates of the mitochondrial mutation rate in this broader clade of
lizards [48] and estimates of the nuclear-mitochondrial substitution rate scalar as inferred
from IMa2 results and [328].

Measuring reproductive isolation

To infer the strength of RI and to correlate its evolution with divergence time, we calcu-
lated six indices – average nuclear cline width, mitochondrial cline width, coefficient of
variance of nuclear cline width, Hardy-Weinberg disequilibrium (FIS), linkage disequi-
librium (Rij), and percent hybrids – based on the genotypic data from the contact zones.
Importantly, we note that these indices are independent measures of isolation, though
some would show correlated responses under certain conditions, such as under a tension
zone model [27]. We first collapsed adjoining sampling localities into geographic popu-
lations based on their Euclidean distance to their nearest neighbor. Then, we fit clines
to our data using the program Analyse [26]. Second, using Analyse, we calculated multilo-
cus measures of Hardy-Weinberg and linkage disequilibrium for all geographic localities
across all contacts. Third, we used Structure to estimate each individual’s hybrid index
[285] and NewHybrids to calculate the number of hybrids in the contact zone [7].

We used our data to contrast different models for how RI accumulates through time,
including linear and quadratic models for the accumulation of total RI and linear, snowball,
and slowdown models for the accumulation of DMIs through time (c.f. [130]). We restricted
our analyses to three indices of RI – FIS, Rij, and percent hybrids – as starting values for
these three indices could be predicted. We did all model fitting using the least-squares
approach implemented in R [288], and we chose the best-fitting models by calculating the
relative weight of each model based on AIC score.

2.4 Results

2.4.1 Eco-morphological divergence
We used morphological data, including ecologically relevant traits such as body size, limb
length and head dimensions, to test for phenotypic divergence across the major phylo-
geographic lineages within each traditionally defined species (mean sample size, N̄=155).
We summarized the data as two principal component axes that explained over 97% of the
variation and, using these axes, we found little significant morphological variation across
phylogeographic lineage-pairs (Fig. S2). Where there is significant variation (Fig. S2), the
differences are sex-specific and of small magnitude – e.g., mean body size for female L.
coggeri varies from 35.7±2.7 to 38.5±3.3 mm by lineage.
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2.4.2 Fitting divergence histories
Inferring the demographic history of these lineage pairs gave two primary results. First,
divergence times vary 3.7×, from 3.1 mya to 11.5 mya. Second, estimates of nuclear di-
vergence and divergence times are tightly correlated (r2=0.98; p-value = 0.01), an unsur-
prising result given the low estimates for migration during divergence (M = 4×10−3 to
3.5×10−2 migrants

generation ; Fig. 2B). Full model parameters are available in Table S4.

2.4.3 Measuring reproductive isolation
We used fine-scale spatial sampling and multilocus estimates of hybridization and in-
trogression to infer the strength of RI. We sampled densely through each contact zone,
averaging 20 individuals for each of 12 populations per contact (N = 55 − 406; Table
S1), with the geographic scale of sampling determined by preliminary data on the respec-
tive mtDNA transition (range of transect length = 2 − 16 km). Based on genotypic data,
we then calculated six indirect indices of RI (average nuclear cline width, mitochondrial
cline width, coefficient of variance of nuclear cline width, Hardy-Weinberg disequilib-
rium (FIS), linkage disequilibrium (Rij), and percent hybrids) for each lineage-pair.

We first describe general patterns at each contact zone before summarizing across all
the zones, stepping from the least to most divergent contact (Fig. 3). In the L. coggeri N/C
contact, we see widespread introgression that extends throughout the sampled transect
and evidence for two general patterns of introgression in nuclear loci: clines whose center
and width is similar to the mtDNA cline and clines which show broad introgression of
the Central (C) alleles into the Northern (N) lineage (Fig. 3A). In the S. basiliscus N/C
contact, we were unable to infer clines at all but one of the nuclear loci; it appears that
northern alleles have almost completely introgressed into the Central lineage (Fig. 3B).
The asymmetric hybridization in both the L. coggeri N/C and S. basiliscus N/C contacts
could stem from stochastic, demographic or selective processes; disentangling the causes
of asymmetry is not possible here so we focus on consensus patterns. Both the C. rubrigu-
laris N/S and L. coggeri C/S show similar clines across all loci, and both show limited
introgression beyond the contact zone (Fig. 3C and 3D). Finally, there is no evidence for
hybridization between S. basiliscus N and its ecomorphologically similar sister species S.
lewisi, even when sampled in sympatry (Fig. 3E).

Examining the correlation of divergence time with the six indices of RI, we see sig-
nificant and strong correlations for all indices but mitochondrial cline width (Fig. 4). As
predicted with increasing divergence time, we see decreased cline width and variance in
cline width, fewer hybrids, and increased between- and within-loci disequilibria. These
results are robust to our estimates of splitting times; using pairwise nuclear divergence
gives quantitatively similar results (Fig. S4). Note that not all indices of RI could be esti-
mated for all contacts. We did not infer cline indices for the S. basiliscus N/S. lewisi contact
zone because of insufficient sampling, and we did not estimate either disequilibrium or



CHAPTER 2. REPRODUCTIVE ISOLATION SCALES WITH DIVERGENCE 26

hybridization measures for S. basiliscus N/C as most nuclear loci were nearly monoallelic
throughout the sampled contact zone.

To make our data more broadly comparable to other published data sets, we fit linear
and quadratic models to the increase of RI (as measured by FIS, Rij, and percent hybrids)
through time [45]. Although these models have no formal theoretical basis, they reflect
the speed and accumulation at which total RI accumulates. Using relative weights from
AIC scores, we determined that total RI, as measured by each of these three indices, best
fits a model of quadratic growth with time (Fig. S5A-C). We then used our data to contrast
three models for the accumulation of DMIs and found that our data fit the slowdown model
better than the linear or snowball models, suggesting the rate at which DMIs accumulated
slowed down with time ([130]; Fig. S5D-F).

2.5 Discussion
By looking across five contacts in a clade of closely-related and ecologically-similar skinks
in the Australian Wet Tropics, we find strong support for the prediction of increasing RI
with divergence time. To our knowledge, this is the first comparative study of the strength
of lineage boundaries across eco-morphologically similar lineages. These data support
the view that phylogeographic splits of increasing depth can represent stages along the
speciation continuum – including genetically-cohesive lineages with long-term potential
for persistence.

Interestingly, most other data sets comparing RI with divergence time show signifi-
cantly more noise than ours [45, 312], even thogh these data sets were collected in con-
trolled laboratory settings. In comparison, the strength of our correlations is unexpected,
especially given that stochastic processes often influence hybrid zone structure and dy-
namics significantly [243, 91]. We speculate that the close fit between RI and divergence
time in our study stems from the lack of overt divergent selection on eco-morphology, as
varying strengths and forms of selection would be expected to introduce rate heterogene-
ity [113]. In fact, the relationships between different indices of RI and divergence time are
so strong that we can use them as a general metric for predicting the progress of specia-
tion in this group. As has been suggested by [178], populations achieve ”species status”
when linkage disequilibrium (measured here as Rij) is 0.5. Using this relationship, we
find that our lineage-pairs are predicted to show Rij = 0.5 at 7 Myr or 8.1 Myr after diver-
gence (and at 0.79 or 0.81% nDNA divergence), under a linear versus quadratic model for
accumulation of RI, respectively. Although this specific calibration is contingent on our
divergence time calibration and unlikely to be generalizable to other taxa, it does provide
a yardstick for the tempo of speciation in this group.

Given this rate of speciation – and noting that C. rubrigularis N/S and L. coggeri C/S
show significant but incomplete isolation with even less time – we suggest that the accu-
mulation of RI here is rapid relative to a purely drift-driven model of the evolution of in-
trinsic RI via DMIs. A simplistic model of drift-driven accumulation of DMIs in allopatry
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suggests that the waiting time to speciation is approximately the number of substitutions
needed for RI divided by the substitution rate [113], which, given the skinks’ estimated
mutation rate, could be on the order of hundreds of millions of years. Thus, accumulating
substantial RI with minimal phenotypic divergence suggests (1) rapid drift-driven diver-
gence along ”holey adaptive landscapes” [113], (2) parallel selection driving mutation-
order speciation [260], and/or (3) natural or sexual selection acting on more cryptic phe-
notypes, like chemiosensory production and perception. As yet, we lack the fine-scale
ecological data necessary to characterize the barriers to gene flow acting in this group
and to determine which of these hypothetical drivers of divergence are relevant [338].
However, these data do confirm cryptic speciation among phylogeographic lineages and
suggest that this could be common, in contrast to the present focus on speciation driven
by divergent selection [315].

Looking beyond the velocity of RI accumulation to its acceleration, we find that the
total strength of RI increases exponentially through time in this clade (Fig. S5A-C). The
pattern of exponentially increasing RI emerges when individual barriers to gene flow
combine multiplicatively rather than additively [130], and it is occasionally recovered
in other studies [232]. This result suggests that as barriers to gene flow start to evolve,
the cumulative effect of these barriers can grow quickly. Thus, species formation can
be thought of as an accelerating process – particularly as RI decreases gene flow, which
typically further promotes divergence [100]. Further, although our data suggest the rate at
which DMIs accumulate might decrease through time (Fig. S5D-F), we refrain from over-
interpreting these results because our indices of RI potentially include both pre-zygotic
and post-zygotic factors and few data have addressed the model’s assumptions of equal
and multiplicative fitness effects [130].

2.5.1 Implications for cryptic speciation
Because we can quickly and cheaply query geographic variation within species using
mtDNA, deep mtDNA divergence is often used as an initial hypothesis for species de-
limitation. However, deep mtDNA divergence is neither necessary nor sufficient to de-
limit species [149], and it is often discordant with other genetic or phenotypic measures
of divergence [356]. In this work, we provide additional evidence that mtDNA often
presents an idiosyncratic perspective on historical dynamics, finding that mitochondrial
cline width is the sole index of RI that had a non-significant correlation with divergence
time. Given our and others’ findings of mtDNA’s idiosyncracy [18], we concur that the
observation of deeply divergent mtDNA phylogroups is a useful start of taxonomic and
phylogeographic studies, but it certainly should not be the end.

Further, since researchers have begun cataloguing diversity within species, most spe-
cies have been found to show geographically-restricted variation [11]. Why do some of
these intraspecific lineages continuously diverge and exhibit reproductive isolation from
sister-lineages, whereas others collapse [317]? As suggested by many, geography is a
powerful determinant [11]. But, as we see here, RI can take millions of years to accumu-
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late, particularly in the absence of strong ecologically-driven divergence, suggesting that
isolation must be sustained across millions of years to lead to genetically independent lin-
eages. In the absence of historical stability, geography can be insufficient, leading to the
extensive introgression and discordance often reported in other systems [229, 174]. Thus,
as a working hypothesis, we suggest that climatically and geomorphologically stable re-
gions, such as the major refugia of the AWT, are more likely to accumulate such cryptic
diversity than are more spatio-environmentally dynamic regions. Indeed, broad-range
introgression and discordance are exceedingly rare in the AWT, except amongst lineages
endemic to the relatively unstable southern rainforest isolates [328, 34].

Finally, these data add to a growing body of literature that support a Darwinian per-
spective on species formation [215] and extend this perspective to cryptic diversification.
Whether from lineages that likely diverged with gene flow [218] or lineages that diverged
in allopatry [274], these data sets show that the accumulation of RI is often a gradual
process and that species are not static entities. Indeed, divergence is a continuous, re-
versible process [317]. For these lineage-pairs, we find that the evolution of RI followed
a predictable timeline during their divergence in allopatry (Fig. 4; Fig. S3). Now that
lineages have expanded following the Last Glacial Maximum and the original barrier to
gene flow (i.e., geography) has disappeared, these lineage-pairs will move again along the
continuum. For L. coggeri N/C and S. basiliscus N/C, this initial divergence will likely be
reversed, because the lineage-pairs are hybridizing freely in the apparent absence of RI.
However, L. coggeri C/S and C. rubrigularis N/S appear to be more strongly isolated, be-
cause the scale and extent of hybridization and introgression between these lineage-pairs
are very limited. Given the limited eco-morphological differentation of these lineages,
we hypothesis this RI is intrinsic and not environmentally-dependent and, thus, likely to
maintain lineage boundaries even in changing environments. As such, these lineage pairs
will likely continue to diverge. That said, RI between these lineages is not complete, but
these ”leaky” species boundaries can serve as a source of novelty, whether through the
evolution of reinforcement or through the selective introgression of adaptive alleles [155,
6].
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2.7 Figures
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Figure 2.1: A. Phylogeny showing relationships among focal lineages (see SI); boxes out-
line contact zones. Boxes are labeled with pairwise mitochondrial (top) and nuclear (bot-
tom) divergence. B. A map of the Australian Wet Tropics, labeled with contact zones. A
more detailed map of each contact zone is available in Fig. S1.
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distribution. For Saproscincus basiliscus N/S. lewisi, S. lewisi is the northern lineage and S.
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Figure 2.3: Cline fitting (left) and genetic clustering results (right) for contacts in the Aus-
tralian Wet Tropics suture zone: A. Lampropholis coggeri N/C, B. Saproscincus basiliscus
N/C, C. Carlia rubrigularis N/S, D. L. coggeri C/S, and E.S.basiliscus N/S.lewisi. For show-
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zone center was centered at 0 m. Scale for genetic clustering results differs among con-
tacts.
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Chapter 3

History cleans up messes

3.1 Abstract
Hybrid zones provide an excellent arena in which to address questions about genomic di-
vergence during lineage divergence, because they vividly illustrate the duality of poten-
tial interactions between lineages. On one hand, hybrid zones show evidence for barriers
between lineages due to low fitness of hybrids and the evolution of pre-zygotic isola-
tion. On the other hand, hybrid zones can be viewed as selective filters, with adaptive
alleles introgressing rapidly from one lineage to another, neutral chromosome segments
diffusing, and divergently selected segments stacking up at the zone center. These views
illustrate the richness of predictions that can be tested in appropriate empirical systems,
especially with new genomic approaches. Thusly motivated, we analyze genome-wide
introgression data from four contact zones in tropical lizards found in the Australian Wet
Tropics. These contact zones all formed between morphologically cryptic lineage-pairs
within morphologically defined species, and their divergence times span from 3.1 million
years ago to 5.8 million years ago. By fitting geographic clines to these data and infer-
ring the selection history of these same loci, we test two predictions: first, in more highly
divergent lineages, the extent of introgression, both in terms of proportion of genome
and spatial range, will be more limited than in less divergent lineages. Second, intro-
gression patterns should reflect selection history, such that genes under positive selection
will show outlier behavior in introgression extent compared to genes evolving neutrally.
Thus, through this work, we simultaneously compare introgression across lineage-pairs
with a common biogeographic setting yet different demographic histories, and across
genes with variable selection histories within lineage-pairs. We find that divergence his-
tory is an important predictor of introgression patterns, whereas locus-specific selection
history does not strongly structure introgression patterns.
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3.2 Introduction
As lineages diverge, mutation, selection, drift, recombination and gene flow interact to
shape patterns of genomic divergence. This rich interplay of processes leads to varied
outcomes in natural systems. At one extreme, there are lineages which exhibit extremely
different phenotypes but for which genetic divergence is limited to a few regions of the
genome, like the benthic and limnetic forms of the widespread stickleback fish [170].
On the other extreme, there are lineages which exhibit conserved phenotypes but show
marked differentiation across the genome, like the cryptic lineages of the West African
gecko [192]. Further, each of these cases is dynamic, and, with time, the patterns of ge-
nomic divergence change. Data from comparative systems show that, just as lineage di-
vergence is an ever iterative process [72, 215, 225], genomic divergence is too [301, 144,
318, 236].

Understanding how genomes diverge as lineages diverge can be explored through
two primary, non-mutually exclusive approaches: we can (1) investigate patterns of ge-
nomic variation of lineages falling along the speciation continuum and (2) determine
what happens when differentiated lineages and genomes interact. In this study, we focus
on understanding the genomic consequences of hybridization between lineages meet-
ing in secondary contact. Theory predicts this interaction will be structured by the bal-
ance between selection and recombination [25]. During hybridization, two differentiated
genomes meet, and the resulting admixed genome is subject to selection, whether due to
extrinsic, environmentally-dependent selection against resulting hybrid phenotypes [314]
or intrinsic selection against genetic incompatibilities [81, 247]. When selection is strong,
disequilibrium remains high across the genome, and loci are trapped from introgressing
even if they have no phenotypic effect. However, when selection is weak, recombina-
tion dissociates disequilibrium between loci, thus allowing loci to introgress at a rate and
extent that reflect the selective effects of that locus and closely-linked loci [16]. In such a
case, the hybrid zone functions as a sieve [224], with adaptive alleles introgressing rapidly
from one lineage to another, neutral chromosome segments diffusing, and divergently se-
lected segments stacking up at the zone center. As such, hybrid zones both represent the
build-up of reproductive isolation between lineages and a potential source of evolution-
ary novelty through selective introgression, and exploring these two outcomes leads to
a richness of predictions that can be tested in appropriate empirical systems, especially
with new genomic approaches [272].

We apply this approach to a natural laboratory for comparative analyses of speciation
and hybridization: the suture zone of the Australian Wet Tropics. This suture zone, or
a geographically-restricted area consisting of multiple overlapping contact zones [294],
occurs in a narrow strip of rainforest in northeastern Australia [244]. The suture zone
formed due to the repeated glacial cycles of the Pliocene and Pleistocene, and it is com-
prised of over twenty contacts that formed between long-isolated phylogeographic lin-
eages of rainforest endemics [244]. Almost all the lineage-pairs are morphologically cryp-
tic; however, the lineages span a wide range of genetic divergences. This natural variation
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in divergence history allows us to address questions about speciation along the speciation
continuum. Here, we focus on four contact zones within a clade of closely-related and
ecologically-similar skinks: Lampropholis coggeri N/C, Saproscincus basiliscus N/C, Carlia
rubrigularis N/S, and L. coggeri C/S. Previous work showed that these lineages have di-
vergence times that span from 3.1 million years ago (mya) to 5.8 mya (Fig. 1A) and that
hybrid zones have formed between all these lineage-pairs [326].

Here, we collect a genome-wide data set for introgression across these four hybrid
zones. By inferring the selection history of the loci sampled and fitting geographic clines
to variation in these same loci, we test two predictions: first, in more highly divergent
lineage-pairs, selection against hybrids will be greater, and thus, the extent of introgres-
sion, both in terms of proportion of genome and spatial range, will be more limited than
in less divergent lineage-pairs [27, 25]. Further, in highly divergent versus less diver-
gent lineage-pairs, the size of introgressing blocks will be smaller [22, 282]. Importantly,
in making these predictions, we assume that these contact zones formed concurrently
and that recombination rates are similar across the lineages, both reasonable assumptions
given the lineages’ shared history and similar biologies [244, 373]. Second, given recom-
bination has broken up associations between loci, introgression patterns should reflect
selection history, such that genes under positive selection will show outlier behavior in
introgression extent compared to genes evolving neutrally [106, 100, 333]. By testing these
two predictions, we simultaneously compare introgression across lineage-pairs with a
common biogeographic setting yet different demographic histories, and across genes with
variable selection histories within lineage-pairs.

3.3 Methods

3.3.1 Sampling
For this study, we sampled four hybrid zones, previously characterized in [326]: Lam-
propholis coggeri N/C, Saproscincus basiliscus N/C, Carlia rubrigularis N/S, and L. coggeri
N/C (Fig. S1; Table S1). For each hybrid zone, we defined nine populations across each
transect. We identified six populations that occurred approximately 10, 2.5 and 1 km
north and south of the hybrid zone center, two populations at the 20% and 80% tails of the
average cline in the hybrid zone, and a final population at the average cline center. Here,
average cline was estimated using previously published data for ten nuclear clines [326].
In total, we sampled an average of 133 individuals per contact zone, and each population
consisted of an average of 14.8 individuals (N = 8 − 17). But for individuals comprising
the the 10 km populations for the L. coggeri C/S contact zone, all other individuals were
included in previous studies [327, 278, 326].



CHAPTER 3. HISTORY CLEANS UP MESSES 36

3.3.2 Design of exome capture array
In order to capture a uniform subset of the genome across populations, we designed chip-
based exome capture arrays, with each array being specific for a single contact zone.
Following [39], we used blast [5] to annotate gene identities and exonerate [332] to de-
fine exon-intron boundaries of each lineage’s de novo transcriptome assembly [325]. These
transcriptomes used were sequenced from populations geographically-isolated from the
contact zone and are unlikely to contain recently introgressed alleles. All annotation was
done with Anolis carolinensis (AnoCar2.0+), the reference genome most closely-related to
our clade. From all possible exons, we identified exons for which (1) we could identify
orthologs in both lineages of the lineage pair, (2) GC-content was between 30% and 80%
as suggested by [39], (3) multi-individual transcriptome data showed evidence for vari-
ation at the locus, whether fixed or segregating [325], and (4) exon length was at least
200 base pairs (bp). To this, we added (1) full-length transcripts for genes (N = 95 − 99)
that showed evidence of positive and divergent selection, as identified by calculating

divergence
polymorphism , dN

dS and FST values [385], (2) full-length transcripts for genes (N = 92) with
metabolic or reproductive function, because these genes possibly contribute to cryptic
phenotypes with relevance for species boundaries, (3) two mitochondrial loci, NADH de-
hydrogenase subunit 4 and 16s ribosomal RNA, and (4) the 5’ and 3’ untranslated regions
(UTR) for regions previously genotyped in these populations (N = 10; [326]), which we
used to evaluate the efficacy of our pooled strategy. Importantly, because this study’s goal
was to infer allele frequencies of variation in targeted loci, we tried to minimize bias in
capture efficiency by printing orthologs from each lineage for each targeted exon.

After selecting the initial set of targets, we processed the targets further to ensure that
none contained repetitive sequence – such targets are likely to be captured at excessive
coverage and can thus reduce the overall efficiency of an array. To do so, we removed
targets that (1) matched to repeats in the RepeatMasker database [336], (2) were highly
similar to other targets on the same array, and (3) contained k-mers that were dispropor-
tionally common in the A. carolinensis genome.

In total, we targeted an average of 3082 unique loci, representing 1.83 Mbp of se-
quence. Across all four exome capture arrays, there were 1120 loci in common. Although
we did introduce some bias in how we selected these loci, the patterns of evolution at our
targeted loci mimic those for all known loci (Fig. S3). The targets were then printed at
2bp tiling on Agilent 10M eArrays. The scripts used to design the exome capture array
are available at https://github.com/singhal/probeDesign.

3.3.3 Library preparation, exome capture, and sequencing
Making uniquely barcoded libraries for each individual would have been prohibitively
expensive and time-consuming; thus, we employed an anonymous pooling strategy in-
stead [391]. We first extracted high-quality DNA from each sample using a high-salt ex-
traction method [4], measured each sample’s DNA concentration using a Nanodrop, di-
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luted samples to approximately 100 ng
uL , and then measured DNA concentration using a

broad sensitivity kit with Qbit. Using these estimates of DNA concentration, we pooled
equimolar amounts of DNA per individual for each population. We then sonicated the
pooled DNA samples to 200 bp – 400 bp using a Covaris shearer and used the sheared
DNA to prepare uniquely barcoded libraries following [234]. After measuring the con-
centrations of the libraries using a Qbit, we pooled libraries by contact to obtain a total
of 20µg for exome capture. For each contact, we then captured targeted exons using the
custom arrays, following the protocol published in [152] with modifications by [39]. To
improve capture efficiency, we isolated COT1 DNA from L. coggeri, following the ap-
proach outlined in [357], and used a 50/50 mix of L. coggeri and commercially-purchased
chicken COT1 DNA as our blocking reagent for all exome capture experiments (Hybloc;
Applied Genetics Lab). We validated the success of the capture experiment by using
qPCR to calculate the difference in Tm for pre-capture and post-capture libraries at tar-
get and non-target loci. The size distribution, quality, and quantity of final libraries were
checked using a Bioanalyzer and Qbit and then sequenced on an Illumina HiSeq 2000 at
the Vincent Coates Genome Sequencing Laboratory at University of California, Berkeley.
Each contact was sequenced to one lane depth to get the necessary coverage for accurate
allele frequency estimation (see Supplemental Information).

3.3.4 Data filtration, assembly, and variant discovery
The raw data were first cleaned and trimmed for quality, using cutadapt and trimmomatic
to remove adaptors, trimmomatic to remove low-quality sequence via a sliding window
approach, and cope and flash to merge overlapping paired-end data into single reads [223,
205, 203, 212]. Then, although we already had target sequences that could be used as a
reference genome, we assembled the cleaned reads to form a new reference assembly, to
extend target lengths and thus reduce edge effects [39]. For all contacts, we used ABYSS
to generate de novo assemblies at varying k-mer lengths (8 assemblies from k = 21 − 91).
Because the resulting assemblies are highly redundant, we then merged the de novo as-
semblies using our custom merge script, which uses blat and cd-hit-est to identify over-
lapping clusters of contigs and cap3 to assemble these clusters [176, 201, 156]. Following
assembly, we identified contigs that matched to targeted exons using a reciprocal-BLAST
approach [176]; this set of contigs became our reference assembly.

We then aligned our cleaned sequencing reads to the reference assembly to identify
variable sites. First, we identified variation that was segregating far from the hybrid
zone. To do so, we used the reads from our transcriptome sequencing [325]; these reads
are derived from individuals from populations geographically-isolated from the contact
zone. Second, we identified variation that was segregating in the hybrid zones, by align-
ing reads from our pooled libraries. For both steps, we used bowtie2 to iteratively map
reads globally and then locally, using paired-end information where possible [189]. Im-
portantly, although duplicate reads resulting from PCR over-amplification of libraries are
typically removed at this stage, we chose not to do so here, because our high coverage
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likely led to many ”accidental” duplicates. Variable sites were then called using samtools
mpileup [198], modifying default settings to discard indel variation, to turn off the filter
removing closely-occurring mutations, and to ignore the Hardy-Weinberg filter. Through
this two-step process, we identified a putative set of variable sites. For these variable sites,
we used samtools to call genotypes for each individual from the geographically-isolated
populations and to calculate allele frequencies for each population in the hybrid zone
transect [198].

The pipeline outlined here is available at https://github.com/singhal/exomeCapture and
is summarized in Fig. S2.

3.3.5 Analysis
Our analysis consisted of three primary objectives.

Evaluating Success of the Experiment

We measured the efficacy of our anonymous pooling strategy and our overall exome cap-
ture experiment. To do so, we compared known allele frequencies to estimated allele fre-
quencies, looked at correlation of allele frequencies across SNPs within non-recombining
molecules (i.e., mitochondrial DNA), and calculated standard measures of exome capture
efficacy [268]. Further details are available in Supplemental Information.

Inferring Patterns of Introgression

We used the variation data to infer introgression patterns at each SNP and to identify
SNPs that showed outlier patterns of introgression. We first filtered our allele frequency
data by restricting analysis to SNPs which had greater than 50× coverage in every tran-
sect population (see Supplementary Information for rationale) and removing any SNPs
for which we were missing allele frequency information at any transect population. For
those remaining SNPs where the difference between the lowest and greatest allele fre-
quencies across all populations was p ≥ 0.50, we fit sigmoidal clines to the transition in
allele frequencies through the contact zone. We only used allele frequency data from the
seven central populations, because the 10-km populations were typically off the linear
hybrid zone transect. Clines were fit using standard cline functions [27] and the nls func-
tion in R [288]. We did not explore more complex models of cline shapes, such as those
allowing asymmetry or exponential decay in the tails of the cline [27], because these mod-
els require denser sampling than we have. For those SNPs where the difference in allele
frequency across all the populations was p < 0.5, we determined if any of these SNPs
showed introgression patterns indicative of a sweep. Introgression at a SNP was catego-
rized as a ”sweep” if the allele frequency difference between the ancestral populations
was p ≥ 0.5 and allele frequencies at all populations in the contact zone – including the
10 km populations – were uniformly within p = 0 or p = 1.
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Having defined introgression patterns at each SNP, we then identified those SNPs with
outlier patterns of introgression. Ideally, to identify genomic outliers, one would gener-
ate a neutral distribution for the given metric under a certain demographic history [253].
Those loci that deviate substantially from the neutral distribution would then be identi-
fied as outliers. While characterizing the demographic history of diverging populations
has become standard (c.f. [354, 147]), doing so for hybrid zones has yet to be done and
is beyond the scope of this work. Thus, we choose to identify outliers by using simple
cutoff – the clines with widths in the bottom 5% of the distribution were considered to be
”narrow” and those in the top 5% ”wide” (Fig. S14, S16).

Testing Predictions

To test our predictions, we conducted several analyses. First, we profiled general patterns
of cline center and width and tested if any of the hybrid zones show evidence for asym-
metric introgression based on displacement of individual cline centers from the consensus
center. Second, because we lacked the individual genotypic data necessary to infer link-
age disequilibrium across the genome, we calculated Moran’s I, a spatial auto-correlation
measure, as a proxy. In systems where selection overwhelms recombination, clinal pat-
terns will be constant over genomic space and will lead to high Moran’s I. Where selection
is weak, recombination will quickly dissociate patterns between neighboring SNPs, lead-
ing to low Moran’s I. We calculated Moran’s I for cline width following [267], focusing
only on those contigs for which we characterized introgression at multiple SNPs. Third,
we investigated the connection between locus-specific selection histories and patterns of
introgression. To do this, we first characterized patterns of molecular evolution at each
contig, as determined by variation at the populations geographically-isolated from the
contact zone (Fig. S1). Using those variants, we calculated several indices of evolution:

divergence
polymorphism , FST, and dN

dS [385]. For divergence
polymorphism and FST, loci that had the highest 5% val-

ues were identified as outliers, and for dN
dS , loci with dN

dS > 1. We then (1) calculated cor-
relations between cline metrics and these indices, (2) compared these indices across the
different introgression categories (”normal”, ”narrow”, ”wide, ”sweep”), and (3) com-
pared patterns of molecular evolution across loci with ”normal” and ”outlier” patterns of
introgression.

3.4 Results

3.4.1 Efficacy of Exome Capture Experiment
The exome capture experiments for each contact zone were successful; briefly, we ac-
quired high-coverage and high-quality data for our targets, extended our in-target as-
sembly by 60% by assembling our reads de novo, and recovered high and consistent speci-
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ficity (≈65%). Further details on and explanations of how we evaluated the experiments
are available in the Supplementary Material.

We also evaluated the success of our anonymous pooling strategy two ways. First, we
compared estimated allele frequencies to known allele frequencies from previous geno-
typing studies (Fig. S12; [326]). We found substantial and significant correlation between
estimated and known allele frequencies (average r2 = 0.97), suggesting that sampling
drift due to anonymous pooling was minimal. Second, we estimated variance in esti-
mated allele frequencies at fixed SNPs in the mitochondrial genome. Because the mito-
chondrial genome is non-recombining, all fixed SNPs should have the same allele fre-
quency in a population. As seen in Figure S13, the variance in estimated mtDNA allele
frequencies was minimal for almost all populations and contacts.

The approach effectively discovered variation for downstream analyses; we identi-
fied an average of 57K SNPs after filtering (Table S4), and we were able to fit clines at
anywhere from 2.6K to 14.2K of these (Table S5).

3.4.2 Testing Biological Predictions
Across Contacts

We tested the influence of divergence history on introgression patterns by comparing
results across contacts. The number and type of introgression patterns we found varied
across contacts (Fig. S14); with increasing divergence time between lineage pairs, we were
able to fit more clines because more SNPs were highly differentiated. That said, we were
unable to fit clines at many of the highly-differentiated SNPs in L. coggeri N/C, because
the patterns of allele frequencies across the hybrid zone were erratic. Additionally, we see
that more SNPs in the S. basiliscus N/C contact zone show evidence of a sweep pattern,
a result that follows from previously-collected data that suggest there has been massive
unidirectional introgression in that zone.

To further describe the hybrid zones, we looked at patterns of asymmetry in cline
center. Shifts in distribution might reflect demographic forces that structure the hybrid
zone, such as differences in population density between lineages that lead to biased intro-
gression [74]. Such demographic processes would inform our ability to generalize these
results. Here, we see significant evidence of skew in cline center (Fig. S18); this asymme-
try provides important context for any interesting locus-specific patterns.

Summarizing patterns of cline width across contact zones (Fig. 2) recapitulates the
pattern we found in previous work of decreasing cline width as divergence time between
lineage-pairs increases [326]. What is clearer with these data, however, is that both the
average spatial extent of and the variance in introgression are reduced as divergence time
increases (Fig. 2). Indeed, comparing the distributions of cline width and center across
contact zones, we can see that they become noticeably tighter between older lineage-pairs.

Because we could not calculate linkage disequilibrium in these contact zones, we used
Moran’s I, a spatial auto-correlation measure, to infer how quickly patterns of cline width
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change over genomic space. Here, we find that the two less divergent lineage-pairs (L.
coggeri N/C and S. basiliscus N/C) have almost no evidence of spatial autocorrelation
beyond 100 base pairs (Fig. 3). The two more divergent lineage-pairs (C. rubrigularis N/S
and L. coggeri C/S) have more extensive autocorrelation that extends for at least 1 kB,
with only moderate declines over distance.

Across the Genome

We tested whether locus-specific selection histories influence introgression patterns at
that locus, such that loci with outlier patterns of evolution also show outlier patterns of
introgression. For each contact, we calculated correlations between indices of molecular
evolution at a locus and cline width (Fig. 4). Almost all the correlations were statistically
insignificant, but for widths from C. rubrigularis N/S and contig and SNP FST. However,
even in these cases, the absolute magnitude of the correlation was weak.

Further, comparing patterns of molecular evolution across cline types indicated some
significant differences for patterns at contig FST and divergence (Fig. 5). Here, narrow
clines showed evidence of occurring in loci with greater FST and divergence, whereas
wide and sweep clines had lower FST and divergence. However, although statistically
significant, the differences among cline types are absolutely limited, suggesting that the
impact of locus-specific selection on introgression patterns is minimal. If we instead look
at cline widths conditioned on whether a locus shows outlier patterns of molecular evo-
lution, we see significant differences for all contacts when considering FST. However,
the patterns are inconsistent across contacts. We also see significant differences in cline
width given divergence

polymorphism outliers for C. rubrigularis N/S and S. basiliscus N/C, but again
the patterns are inconsistent between the two contacts.

3.5 Discussion
In this study, we employed a genomic perspective to look at comparative patterns of
introgression across a suture zone. By sampling across the genome and across contacts,
we characterized patterns across different selection and divergence histories. Through
our data sets, we find that divergence history is an important predictor of introgression
patterns, whereas locus-specific selection history does not strongly structure introgression
patterns.

3.5.1 Overall Patterns
These genome-scale results broadly recapitulate the results we uncovered in previous
work. In that and this work, we broadly see that lineage-pairs become more divergent,
the extent of introgression becomes more limited. Our work builds on these results in
a few novel ways. First, earlier work from the L. coggeri C/S hybrid zone found that
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clines between this lineage-pair were all exceptionally narrow and largely concordant
[327]. Theory predicts that, unless selection is extremely strong, some clines will diffuse
neutrally and thus should be wider and non-concordant [25]. Because we failed to recover
this pattern, we originally hypothesized that this hybrid zone might not be at equilibrium.
In a system with neutral diffusion, cline width is given as w =

√
2πσ

√
t, where σ is the

per-generation dispersal length and t is generations since secondary contact [100]. Our
previous estimates suggest σ ≈ 80 m√gen and t ≈ 80 generations, which would give neutral
clines of width 10,000 meters. In this expanded data set, we found ≈5% (946 of 18,081) of
all clines were this wide or wider, suggesting neutral diffusion is occurring, albeit rarely.
Thus, in contrast to our proposed hypothesis, these data suggest that this hybrid zone
is at tension zone equilibrium; however, most of the genome is subject to direct or cor-
related selection, leading to narrow and coincident clines. Second, the clines are much
narrower for L. coggeri C/S than C. rubrigularis N/S (Fig. 2), and given the two species
have similar dispersal rates [278, 327], this difference suggests selection against hybrids
is stronger for L. coggeri C/S. However, C. rubrigularis N/S exhibits a much higher level
of Moran’s I (Fig. 3), a result that suggests recombination is less effective in breaking
up associations between loci in C. rubrigularis N/S [16]. While this pattern could cer-
tainly emerge due to stochastic demographic forces, it also could result from differences
in the genomic structure of segments under selection, such that the individual locus ef-
fect is stronger in C. rubrigularis N/S, leading to more extensive spatial auto-correlation
(or, linkage disequilibrium) than in L. coggeri C/S. Third, earlier work showed that both
the S. basiliscus N/C and L. coggeri N/C contact zones had evidence for asymmetric hy-
bridization. For most variation in S. basiliscus N/C, the Northern allele had completely
introgressed into the Central lineage [326], and for L. coggeri N/C, a small portion of loci
had introgressed largely from the Central lineage into the Northern lineage. For both of
these hybrid zones, it was unclear if the patterns we recovered were from stochastic or
selective processes. However, with a larger data set, we find that a substantial portion
of loci show asymmetric patterns (Fig. S18), suggesting that the asymmetry is likely due
to demographic effects, such as those outlined in [71, 91]. Interestingly, this asymmetry
might help us better understand genomic differentiation as it relates to speciation in these
lineages. Because asymmetric introgression has swept away so much of the genomic di-
vergence that had accumulated in allopatry, the divergence that remains might reside in
those genomic regions that contribute to species-specific phenotypic differences.

3.5.2 Implications for Speciation and Adaptation
In this work, we explore the dual nature of selection in defining introgression patterns.
In testing the effect of divergence history on introgression, we are implicitly testing the
strength of selection on hybrids, which acts at the level of the individual and thus can
affect a large portion of the genome. Strong total selection against hybrids leads to ex-
tensive linkage disequilibrium in hybrid zones, preventing introgression even at loci that
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neither have, nor are linked to loci with, selective effect. We see this pattern in the highly
divergent lineage-pairs L. coggeri C/S and C. rubrigularis N/S, both as the narrow and
limited range of introgression (Fig. 2) and as the high spatial auto-correlation in intro-
gression across genomic space (Fig. 3). These results follow nicely from population ge-
netic descriptions of speciation as the accumulation of linkage disequilibrium [105, 178].
In the lesser divergent lineage-pairs L. coggeri N/C and S. basiliscus N/C, selection against
hybrids appears to be weaker, and accordingly, the extent of introgression is broader
and spatial correlation is limited. This leads to the observation that history cleans up
messes, or that time, and the divergence that typically accumulates with time, leads to
patterns across the genome congealing such that two divergent genomes eventually act
as completely isolated units [381]. Selection against hybrids could be due to either a mis-
match of the hybrid and its environment (i.e., extrinsic effects) or due to internal genic
incompatibilities (i.e., intrinsic effects) [68]; here, given the limited ecological and mor-
phological differentiation between lineages [326, 244, 373], we suggest intrinsic effects are
more likely. This work is mirrored by studies in ecologically distinct lineages – such as
multiple pairs of ecomorphs in benthic/limnetic sticklebacks [144], white-sand/dark-soil
lizards [301], blue/red cichlids [318], which have shown increased ecological differentia-
tion, along with geographic isolation, leads to ever increasing genome-wide differentia-
tion. Thus, extending a Darwinian perspective on species as ever evolving lineages [72,
215], we see that genomic divergence during lineage divergence is also ever evolving,
with the genome differentiating into isolated units through the interaction of geography,
selection, and time.

We also tested how selection varies across the genome and how that structures intro-
gression, finding some evidence that the selection history under which a locus evolved
influences the rate and extent of its introgression (Fig. 4 & 5). However, the effects, while
significant, were modest, particularly given the striking differences in introgression extent
across contact zones. Some empirical studies have similarly found little correlation [261,
126], whereas others have shown that locus-specific histories can do a good job predicting
introgression patterns at a locus [267, 296]. Given this, why does selection history have
such a limited role in explaining introgression patterns in this system? First, our power
to detect such patterns is eroded by demographic processes – such as genetic drift across
hybrid zone populations [281], differences in recombination rate across loci [16, 248], and
variance in historical gene flow across loci [286, 384] – which can swamp the signal from
an individual locus. Second, we only sampled a small portion of the genome (ca. 15%
of coding regions; 0.1% of the total genome), and although we biased our genomic sam-
pling to include those loci with outlier patterns of molecular evolution, we could easily
have failed to sample the loci that are the outliers in this system. Third, our hypothesis
that selection history influences introgression assumes that highly-differentiated loci are
adaptive. The genic basis of adaptation is still little understood, but thus far, the data
are equivocal that genetic patterns suggestive of adaptive differentiation actually reflect
a locus-specific effect on organismal fitness [308, 289, 250]. Fourth, if the genetic basis of
the traits under selection in these lineage-pairs is complex, such that there are many loci



CHAPTER 3. HISTORY CLEANS UP MESSES 44

of small effect [299], then the selective effect of a given locus would be small. As width is
related to the inverse square root of selection [333], small differences in selection will only
have modest impacts on cline width. Sixth, and perhaps most importantly, our analysis
considers the selection history of each exon as a whole and attempts to connect locus-wide
patterns of selection to introgression patterns at a single SNP within that locus. However,
our Moran’s I results show minimal spatial auto-correlation in S. basiliscus N/C and L.
coggeri N/C, suggesting that, within a locus with the same selection history, SNPs have
a variety of introgression behaviors. Perhaps the relevant unit of analysis is the selection
history of a given SNP (i.e., the QTN; [299]) and not the locus in which the SNP resides.

3.5.3 Study Limitations
This study has a number of limitations, which influence the reach of the biological in-
ference we can make and are therefore useful to consider as context. First, we do not
have a good approximation for genetic distance between variants in these lineages. Ge-
netic linkage maps provide useful data on recombination rates across the genome, which
empirical data from other systems show can vary greatly [248] and which can strongly
influence patterns of introgression [25, 16, 184]. Thus, this work does not appropriately
control for recombination in evaluating locus-specific patterns; in future work, it will be
important to understand how recombination varies across the genome and interacts with
selection to define introgression extent. Second, in studies aiming to identify outlier pat-
terns of variation across the genome, having an expectation for the neutral distribution of
variation is important [253]. Demography can introduce stochasticity, such as the asym-
metry in introgression we see in L. coggeri N/C and S. basiliscus N/C, which affects the
neutral distribution of variation, and thus, how one defines outliers. However, charac-
terizing the demography of a hybrid zone is challenging, because no formal analytical
models exist to describe how time since contact, population sizes and growth rates, deme
structure, migration rates, dispersal lengths, and asymmetry in any of these variables in-
fluence introgression. Simulation studies suggest these factors can have profound effects
on hybrid zone structure and introgression patterns [281, 235, 120], which would obscure
our ability to disentangle the relative roles of demography and selection in defining in-
trogression outliers. Third, further compounding this challenge, we were only able to run
one transect through each hybrid zone because of habitat availability. Other studies have
shown that, while global and general patterns of introgression are similar across tran-
sects, locus-specific patterns often vary greatly [163, 257], for the reasons outlined above.
Thus, one way to counteract this intrazone variability is to take consensus patterns across
zones, which we are unable to do in this work.

3.5.4 Conclusions
Most studies investigating genomic divergence through lineage divergence have focused
on lineages exchanging large number of migrants every generation and between which
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there is marked ecological differentiation [258, 170, 261]. This study focuses on lineages
that diverged with minimal gene flow and that are ecologically and morphologically sim-
ilar [326]; such divergences are an important, and in some ways understudied, compo-
nent of Earth’s biodiversity [40]. This work finds that the evolution of isolation across the
genome is an iterative and heterogeneous process, as theory predicts [381], and in par-
ticular, our work underscores the role of time in defining this process. Given the current
emphasis on how ecology drives lineage divergence [258, 315], this work reminds us of
the pivotal role history has to play in cleaning up messes and focusing patterns.
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3.7 Data Accessibility
Data are available at the following locations:

1. Scripts used for exome capture array design are available at https://github.com/
singhal/probeDesign.

2. Scripts used for exome capture bioinformatic analysis are available at https://
github.com/singhal/exomeCapture.

3. Scripts used for exome capture biology analysis are available at https://github.
com/singhal/exomeAnalysis.

3.8 Figures
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Figure 3.1: A. Phylogeny of lineages used in this study; gray boxes indicate lineage-
pairs meeting in hybrid zones. Boxes are labelled with divergence time estimates for
the lineage-pair [326]. B. Map of the Australian Wet Tropics, labelled with contact zone
locations.
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Chapter 4

Genealogical discordance in a rainforest
lizard

4.0.1 Abstract
Genealogical discordance, or when different genes tell distinct stories although they evol-
ved under a shared history, often emerges from either coalescent stochasticity or intro-
gression. In this study, we present a strong case of mito-nuclear genealogical discordance
in the Australian rainforest lizard species complex of Saproscincus basiliscus and S. lewisi.
One of the lineages that comprises this complex, the Southern S. basiliscus lineage, is
deeply divergent at the mitochondrial genome but shows markedly less divergence at the
nuclear genome. By placing our results in a comparative context and reconstructing the
lineages’ demography via multi-locus and coalescent-based Approximate Bayesian Com-
putation (ABC) methods, we test hypotheses for how coalescent variance and introgres-
sion contribute to this pattern. These analyses suggest that the observed genealogical dis-
cordance likely results from introgression. Further, to generate such strong discordance,
introgression probably acted in concert with other factors promoting asymmetric gene
flow between the mitochondrial and nuclear genomes, such as selection or sex-biased
dispersal. This study offers a framework for testing sources of genealogical discordance
and suggests that historical introgression can be an important force in shaping the genetic
diversity of species and their populations.

4.1 Introduction
Genealogical discordance is a common phenomenon in natural systems [229, 249, 230,
293], yet the causes and consequences of discordance are often unclear. Under genealog-
ical discordance, not all loci appear to tell the same story, even though the genes evol-
ved under a common demographic history. This discordance can take several forms;
most notably, topologies and branch lengths among organismal lineages can vary across
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loci [165, 96]. Of note is discordance between organelle (chloroplastic and mitochondrial
genomes) and nuclear loci, which appears throughout the natural world [58, 276]. Studies
often point to the special characteristics of the organelle genome – i.e., its smaller effective
population size, uniparental inheritance, lack of recombination, key role in organismal
metabolism, and, in the case of the mitochondrial genome, increased mutation rate [18] –
to explain this discordance. However, it is unclear if any of the special characteristics of
cytoplasmic genomes need to be invoked to explain cytonuclear discordance as compared
to general genealogical discordance [71].

Whether in the form of discrepancies in topology or branch lengths, genealogical dis-
cordance typically arises from three, non-exclusive processes: coalescent variance (”in-
complete lineage sorting”), introgression, and gene duplication [211]. Here, we focus on
coalescent variance and introgression. First, the coalescent, or the process by which al-
leles in a population find a common ancestor, is inherently stochastic [365]. Thus, theory
predicts that any genealogical reconstruction should exhibit some heterogeneity across
loci – not only because the coalescent is a sampling process – but also because we rely
on the distribution of mutations, another stochastic process, to estimate coalescent his-
tories [365]. How much heterogeneity is expected is unclear; for a subset of population
histories, researchers have derived analytical expectations for the variance in coalescent
times and inferred genealogical relationships [352, 334]. However, this work is generally
limited to simple splitting histories, and more complex patterns of divergence could pos-
sibly increase this variance [195]. A second powerful source of genealogical discordance is
introgression, or the movement of an allele from one gene pool to another [6, 185]. Partic-
ularly when introgression acts in concert with other forces such as locus-specific selection
or sex-biased dispersal, genealogical discordance can increase further [221].

Both coalescent variance and introgression are often invoked by researchers trying to
explain patterns of genealogical discordance [249]. Although not always easy [293, 231],
it is important to determine how these forces interact in the context of a species’ history to
create genealogical discordance. After all, discordance is useful for inferring key param-
eters about the divergence process [97]; in particular, discordance increases with larger
ancestral population sizes [147]. Further, because it can result from introgression, discor-
dance can inform us about both historical and ongoing hybridization in the lineages of
interest [249]. Thus, although genealogical discordance has sometimes been regarded as
a complication [76], it actually can provide an informative window into species’ histories.

In this study, we present a compelling case of genealogical discordance in the rain-
forest lizard species complex, Saproscincus basiliscus and S. lewisi. Endemic to the Aus-
tralian Wet Tropics (AWT), a narrow strip of rainforest in northeastern Australia, this
complex consists of four major, highly divergent mitochondrial lineages: S. lewisi in the
far north, and the Northern, Central and Southern lineages of S. basiliscus (Fig. 1A,B;
[245]). Throughout most of their history, paleo-modeling suggests that the lineages likely
diverged in isolated glacial-period refugia, with brief opportunities for gene flow during
interglacial periods [360, 245]. Here, to further explore the divergence history of these
regional populations, we collect a species-wide and multi-locus data set. In doing so,
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we find significant branch length heterogeneity between the nuclear and mitochondrial
genomes for the Southern-most populations – 50-fold greater divergence of mitochon-
drial DNA than nuclear DNA. To test hypotheses about how coalescent variance and
introgression contribute to this discordance, we place the data in a comparative context,
and we exploit the region’s well-understood biogeography to reconstruct the lineages’
demographic history via Approximate Bayesian Computation (ABC) analyses.

4.2 Methods

4.2.1 Sampling and Genetic Data
Our sampling covers the known distribution of the sister species Saproscincus basiliscus
and S. lewisi throughout the AWT [245]. These species are leaf-litter skinks that, while
generally found in association with rainforest, can also extend into adjacent wet sclero-
phyll forests [65]. The two species are ecologically and morphologically similar; they are
delineated based on a minor morphological feature – differing number of paravertebral
scales [65].

In this study, we added to the mitochondrial data set collected by Moussalli et al.,
(2009) to generate a 291-individual data set. Our expanded sampling focused on sequenc-
ing individuals located in geographic gaps between previously-defined phylogeographic
lineages; habitat is contiguous between all lineages, except for the Central and Southern
lineages (Fig. 1A). For a subset of these individuals (N=86; Table S1), we sequenced eight
nuclear loci. Because the relevant unit of analysis in this study is the phylogeographic
lineage, these individuals were sampled roughly proportional to the prevalence of each
mitochondrial clade, and we ensured representation of the full geographic range of the
species.

We extracted DNA from preserved tail tissue using a high-salt DNA extraction [4]. To
assay mitochondrial variation, we sequenced the ND4 locus [9]; to assay nuclear varia-
tion, we sequenced eight loci, including six published previously: β-globin intron, C-mos
exon, R35 exon, Rhodopsin intron, and TPI and RPS8 introns [86, 191, 311, 35]. To this, we
added two additional intronic loci (CRISP and LGMN), designed for the closely-related
lizard Lampropholis coggeri [35]. All PCRs were conducted in standard conditions in 12 µL
volumes, using a touchdown protocol of 14 cycles of decremental and 22 cycles of stable
annealing temperatures (details available in Table S2). Following PCR amplification, we
visualized products on an agarose gel, cleaned PCR products via ExoSAP-IT (USB), and
sequenced products using BigDye v3.1 on a ABI3730 (Applied Biosystems). The major-
ity of reads were assembled and edited using Geneious [88]; to resolve assemblies with
heterozygous indels, we used CodonCode Aligner’s heterozygoteIndel feature (CodonCode
Co.).

For the mitochondrial locus, final assemblies were aligned with the published align-
ment from Moussalli et al. (2009) using MUSCLE [95]. For the nuclear loci, we inferred
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haplotypes from our diplotypes computationally using PHASE2.1 [341], running the algo-
rithm 100 times and assuming a constant recombination rate. We used the most probable
haplotype resolution to determine haplotypes; here, all heterozygous sites were resolved
to greater than 95% probability. Final nuclear alignments were made with MUSCLE and
checked manually in Geneious. The final nuclear data set was 94% complete by locus with
a combined length of 3.98 Kb.

4.2.2 Tree-based and multi-locus analyses
To infer genealogical relationships among our mitochondrial haplotypes, we used the
Bayesian phylogenetic approach implemented in MrBayes v3.1.2 [159]. We included se-
quences from the species Saproscincus czechurai and S. tetradactylus as outgroups ([245],
GenBank IDs: FJ195325.1,FJ195291.1). We partitioned the alignment into the genic and
tRNA regions and assigned to each partition the most appropriate model for nucleotide
substitution using MrModelTest [263]. The partitioned alignment was run twice, each with
four chains (three heated, one cold, default heating parameters), for 20,000,000 genera-
tions with a 6,000,000 generation burn-in. MCMC chain convergence was assessed by
calculating ESS values using Tracer, and the posterior distribution of trees was summa-
rized using TreeAnnotator [87].

To describe heterogeneity in topologies and branch lengths among loci, we inferred
gene trees for each of our nuclear loci using the maximum-likelihood approach imple-
mented in RAxML [340]. Each alignment was run unpartitioned, under the substitution
model inferred to be most probable by MrModelTest [263]. If the model selected by Mr-
ModelTest was simpler than those implemented in RAxML, we chose the simplest model
RAxML provides (GTRGAMMA). For each locus, we found the best-scoring maximum-
likelihood tree and conducted 1000 rapid bootstrap analyses to determine support for the
tree.

We employed two approaches to summarize and visualize patterns of variation across
our multi-locus results. First, to identify population clusters, we used the program Struc-
ture v2.3.2, which identifies populations (K) by minimizing linkage and Hardy-Weinberg
disequilibrium within a cluster [285]. We ran Structure 20 times with our phased nuclear
data (10,000,000 steps with 1,000,000 burn-in) under the ’admixture’ model for each of
12 K values (ranging from 1 to 12), determined the best-supported K value following
Evanno et al. (2005) as implemented in StructureHarvester [94], and summarized and plot-
ted results using Clumpp and Distruct [162, 300]. Second, we used POFAD to construct a
network of individual similarity based on phased nuclear data. POFAD is a distance-
based method that explicitly accounts for haplotypic variation within individuals [169].
We inferred Tamura-Nei corrected distance matrices for each locus using PAUP [348], cal-
culated a final individual-based distance matrix with POFAD, and visualized the results
as unrooted networks using SplitsTree [158].
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4.2.3 Between-lineage Diversity
Discrepant branch lengths for mitochondrial and nuclear loci could simply be due to dif-
ferences in mutation rates between the two genomes. If mutational variance is a minor
factor in this system, we would expect sequence divergence at mitochondrial and nuclear
genomes to be correlated and to reflect the difference in substitution rate between the
genomes. To explore this possibility, we used Arlequin v3.1 to estimate raw Dxy and net Da
sequence divergence between the lineages of the S. basiliscus species complex (Fig. 1B) at
both the mitochondrial and nuclear genomes, as estimated by the Tamura-Nei model. To
compare patterns of nuclear-mitochondrial divergence more generally, we expanded our
analysis of divergence between lineages to five other closely-related and co-distributed
species of lizards: Carlia rubrigularis and C. rhomboidalis (7 nuclear loci; [85]), Lampropholis
robertsi (8 nuclear loci; [35]), L. coggeri (6 nuclear loci; [35]), and Gnypetoscincus queenslan-
diae (2 nuclear loci; Singhal, unpublished). For these species, many of the nuclear loci se-
quenced were also used in this study, and the same mitochondrial marker was sequenced
across all species. In each of these species complexes, we identified major lineages based
on the mitochondrial genealogy and then determined sequence divergence between sister
phylogeographic lineages at both mitochondrial and phased nuclear data.

4.2.4 Divergence and demographic analyses
To determine if coalescent variance or introgression could explain the observed, strong
genealogical discordance, we inferred the most likely demographic history using Approx-
imate Bayesian Computation (ABC). For many demographic scenarios, both defining and
calculating the likelihood function for the model can be challenging; the crude approx-
imation afforded by ABC, however, can estimate the likelihood function by simulation,
and thus, can allow researchers to test a much wider range of biologically-relevant models
[31]. That being said, recent research has suggested that model choice via ABC can give
slightly biased results for un-nested models, particularly when summary statistics fail to
capture the full complexity of the raw data [298]. However, this and subsequent research
also indicate, by using summary statistics with differing distributions under alternative
models and by validating the model choice procedure itself [220], ABC can remain a pow-
erful tool for exploring and testing the fit of different models to data.

With these caveats in mind, we tested the fit of two major classes of models to our em-
pirical data: models without introgression, designed to test how coalescent variance can
contribute to generating genealogical discordance, and those with introgression, designed
to test how introgression, together with coalescent variance, can contribute to generating
genealogical discordance. Our choice of models is motivated by our knowledge of bio-
geographic history of the S. basiliscus species complex and its rainforest habitat [245, 360].
We focus on modeling the sister lineages that exhibit strong genealogical discordance, the
Central and Southern lineages of S. basiliscus. To simplify the models, we model only
the Spec Uplands population of the Southern lineage; the Hinchinbrook Island and Elliot
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Upland populations have too low of sample sizes to model accurately and also introduce
additional spatial complexity beyond the scope of this study. As predicted by paleomod-
els (Fig. 2A), the Central and Southern lineages likely evolved largely in allopatry through
glacial cycles, and thus we consider multiple variations on a basic allopatric model in our
simulations (Fig. 3). These models are:

• Models with no introgression

1. A simple model of population splitting, in which an ancestral population splits
into the Central and Southern lineages with no post-divergence gene flow (Fig.
3A);

2. An extension of the simple model (”peripatric divergence”) in which the South-
ern lineage is initially very small when it splits from the ancestral lineage (Fig.
3B);

3. A model in which there is ancestral population structure, such that the ances-
tral population consists of multiple populations with limited gene flow, after
which it splits into the Central and Southern lineages (Fig. 3C).

• Models with introgression

4. A model in which there is a pulse of post-divergence gene flow, in which the
Central lineage expands and exchanges migrants with the Southern lineage for
a brief period of time in the past (Fig. 3D);

5. A model in which there is a pulse of post-divergence gene flow, in which the
mitochondrial gene flow between the Central and Southern lineages is greater
than nuclear gene flow (Fig. 3E). This model would allow the relictual Southern
mitochondrial genome to introgess into the invading Central lineage (Fig. 2B);

6. A model in which there is a pulse of post-divergence gene flow, in which nu-
clear gene flow between the Central and Southern lineages is greater than mi-
tochondrial gene flow (Fig. 3F). This model would allow the invading Cen-
tral nuclear genome to completely introgress the relictual Southern population
(Fig. 2C).

In particular, we include models 2 and 3 because such histories can substantially affect
the coalescent [166, 334], and they are plausible in context of the biogeographic history of
these lineages [244]. The introgression models (models 4 - 6) reflect our knowledge of this
system’s history; a model in which there is constant gene flow throughout divergence is
unlikely to describe this system. Reconstruction of the AWT rainforest during the Pleis-
tocene suggests suggests that the Central and Southern lineages were isolated for most
of their history – including at present [245] – with brief periods of increased connectivity
during cool-wet periods, most recently in a brief period during the early Holocene (Fig.
2; [360]). Further, as has been suggested in numerous other systems of cytonuclear dis-
cordance [129, 18], models 5 and 6 explore the possibility of differential rates of gene flow
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at the mitochondrial and nuclear genomes if, for example, there is allele surfing [71], the
mitochondrial genome is under selection (i.e., cytonuclear incompatibilities), or there is
sex-biased gene flow (see Discussion). Importantly, model 5 differs from models 4 and 6
in the structure of the simulation (Fig. 3D-F), because, although the geography of all three
scenarios is the same, the relative movement of mitochondrial and nuclear genomes be-
tween the Central and Southern lineages differs across models (Fig. 2B,C).

We used the program msABC to simulate and generate summary statistics for each of
these models, modifying the program via Perl scripts to both simulate nuclear and mito-
chondrial data and to calculate six additional summary statistics (Da,nuc, Da,mito, Dxy,nuc,
Dxy,mito) and the corresponding cytonuclear divergence ratios ( Da,mito

Da,nuc
, Dxy,mito

Dxy,nuc
). For loci

lengths, mutation rate, and recombination rate, we used well-circumscribed priors de-
fined by our empirical data and data from other studies of lizards [48, 302]; for all other
parameters, we used broad, uninformative priors (Table S3).

We generated an initial set of 10,000 simulations under each model and used the
results from these simulations to evaluate which summary statistics differed the most
between our two major model classes (c.f. [298]) and to determine which statistics, if
any, were significantly correlated and, thus, unlikely to provide additional information.
Through this approach, we defined three summary statistics (Da,nuc, Da,mt,

Da,mito
Da,nuc

), and
we used these along with summary statistics more generally useful for inferring demog-
raphy (θw,nuc and θw,mito for both lineages). We then simulated larger data sets of 1 million
simulations for each model to use in model choice. Using the R package abc [70], we con-
ducted all downstream inference. Primarily, we used a weighted multinomial logistic
regression to estimate the posterior probabilities of our models’ fit to our data. Follow-
ing a rejection step across all models (tolerance rate; γ=0.01), regression was performed
on the retained simulations, where the model is treated as a categorical response variable
and the summary statistics are the independent variables [32]. Further, while our primary
objective here is model choice rather than model fitting, we used model fitting to test the
accuracy of model choice [119]. Thus, we then inferred the posterior distributions for each
parameter in each demographic model using a local linear regression-corrected rejection
scheme (γ=0.01) and log-transforming parameters prior to fitting to ensure the posterior
distributions fell within prior ranges [138].

Finally, we evaluated the performance of our model choice procedure via two meth-
ods. First, we generated pseudo-observed data sets, for which we randomly selected a
simulated data set, defined which model supported the data best using the same model-
choice procedure described above, and then calculated how often these data sets were
mis-classified. Second, we generated posterior predictive distributions under the inferred
posterior distributions for each model and then compared our empirical summary statis-
tics to these simulated distributions; if model-choice is accurate, our empirical summary
statistics should lie within the simulated distributions. [354].
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4.3 Results

4.3.1 Mitochondrial and Multi-locus Phylogeography
The mitochondrial gene tree recovered the same lineages as described by Moussalli et al.,
(2009) (Fig. 1B). Here, we refer to these mitochondrial lineages as the S. lewisi, Northern,
Central, and Southern lineages. Each major mitochondrial lineage consists of several,
well-supported subclades, each of which is geographically restricted (Fig. 1B). Our im-
proved sampling located areas of sympatry between the S. lewisi and Northern lineages
and between the Northern and Central lineages. As described earlier, S. lewisi and South-
ern S. basiliscus are each highly divergent from the rest of the clade; net corrected sequence
divergence ranges from 15 - 18% between these lineages. Further, the Southern lineage
is highly structured; populations in the currently isolated Spec Uplands, Elliot Uplands,
and Hinchinbrook Islands are 3-8% divergent from each other (Fig. 1A-B).

The primary result found from analyses of the eight-loci nuclear data is marked ge-
nealogical discordance between the mitochondrial and nuclear data for the S. basiliscus
Southern lineage. As shown by the multi-locus nuclear gene network generated via PO-
FAD (Fig. 1D), S. lewisi is quite divergent from the rest of the species complex (Da = 0.032).
However, the S. basiliscus Southern lineage shows an order of magnitude less nuclear di-
vergence from the Central and Northern lineages (Da = 0.003), even though its mitochon-
drial divergence is nearly as great as that of S. lewisi.

Besides this instance of genealogical discordance, the data otherwise show broad-scale
concordance among markers. Although individual gene trees all show differences in
topology and branch length for most of these lineages (Fig. S1), a consensual history
emerges from multi-locus analyses. First, the major clades and subclades identified by
mitochondrial sequencing are all recovered by Structure-clustering of nuclear genotypes
(Fig. 1C). Using the Evanno method [101], we determined that nine clusters provided the
best fit to the data, each of which correspond to a mitochondrial clade. Examination of
the nuclear data shows, however, that only the S. lewisi lineage is recovered as a distinct
clade, even though the main mitochondrial lineages are largely separated in the distance-
based network (Fig. 1D). Second, geographic concordance between the two marker types
is strong; there are only two cases where an individual belongs to two different major
clusters (S. basilicus N, C, S lineages, and S. lewisi) for mitochondrial and nuclear data
(Fig. 1C). Both cases trace to individuals sampled at the parapatric boundaries between
the Northern and Central lineages.

4.3.2 Between-lineage Diversity
To place our finding of incongruent branch lengths between the nuclear and mitochon-
drial genomes for the Southern lineage in context, we compared sequence divergence (Da)
in mitochondrial and nuclear genomes between major phylogeographic lineages in seven
co-distributed species of lizards. As shown in Fig. 4, divergence levels at the two genomes
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are highly correlated (r2=0.91; p <0.005), with an average divergence ratio of 11.2. As ex-
pected, this divergence ratio reflects the estimate of the nuclear-mitochondrial mutation
scalar for lizards (≈14; [48]). The mito-nuclear divergence ratio between the S. basiliscus
Southern and Central lineages (50.4; as identified by the arrow in Fig. 4) is a noticeable
outlier in this group. Including this datum substantially weakens the strength of the
correlation between nuclear and mitochondrial divergence (r2=0.76; p <0.05). Thus, the
discordance we see in branch lengths between the nuclear and mitochondrial genomes
for the Southern lineage is unlikely due to variance in mutation rates.

4.3.3 Divergence and Demographic Analyses
To determine if coalescent stochasticity or introgression better explains the genealogical
discordance we see, we used an ABC approach to test the fit of six different models to
our empirical data. First, we used a small number of simulations to test the utility of a
wide-range of summary statistics to distinguish between our models. Perhaps because
our models explore a large parameter space–portions of which lead to competing models
becoming nearly identical–many of the tested summary statistics showed little difference
in distributions between the models. That said, we identified seven summary statistics
((Da,nuc, Da,mt,

Da,mito
Da,nuc

), θw,nuc and θw,mito for both lineages), which were not strongly cor-
related with each other (r2 <0.2) and that showed differing distributions between the
models (Fig. S2).

We extended these initial simulations to conduct model choice by calculating poste-
rior probabilities of our differing models. The general class of models exploring coales-
cent stochasticity (models 1 through 3) were supported with low posterior probability
(summed p=0.0483), and models invoking a pulse of gene flow were strongly supported
(summed p=0.951; Table 1; Bayes Factor=19.68). In particular, within models with in-
trogression, a model that allowed for asymmetric gene flow between the two genomes
(summed p=0.922) was very strongly supported compared to a model with equal gene
flow between the two genomes (p=0.0291; Bayes Factor=31.68). Further, there is some
support that a model with more mitochondrial gene flow (model 5; p=0.763) is more likely
than a model with more nuclear gene flow (model 6; p=0.159; Bayes Factor=4.79). Given
the results of Robert et al., 2011, we refrain from over-interpreting the posterior probabil-
ities reported here, but we do suggest that these results strongly support a demographic
history of pulsed gene flow that is heterogenous between the nuclear and mitochondrial
genomes.

We estimated the posterior distributions of the parameters for our best-fitting model
(model 5; pulsed gene flow with greater mitochondrial than nuclear gene flow). Our
results, shown in Fig. S3, are plausible given our knowledge of the species’ ecology and
the region’s biogeographic history. Model-fitting showed very little power to estimate
key parameters of the pulse of gene flow, i.e., when it started, how long it lasted, number
of migrants in either direction, or the magnitude of asymmetry in gene flow between the
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two genomes. Other studies looking at pulsed gene flow have shown similarly limited
power [386, 199]; fortunately, our conclusions do not depend on precise estimates of these
parameters.

To evaluate the performance of our model choice, we generated pseudo-observed data
sets and looked at the frequency of mis-classification. As seen in Fig. S4 and Table S4, the
frequency of false positives and negatives is high across most of the models. However,
for most of these mis-classified models, the posterior probability of the best-supported
model was low (p <0.5). Following Fagundes et al., 2007, we computed the probability
that the best-supported model is the correct model, given the observed posterior proba-
bility. Comparing models with and without introgression, we computed the probability
of observing our posterior probability (p=0.951) in error as 0. Comparing models with
and without heterogeneous introgression, we computed the probability of observing our
posterior probability (p=0.922) in error as 0. Comparing a model with more mitochon-
drial gene flow than nuclear gene flow, we computed the probability of observing our
posterior probability (p=0.763) in error as 0.122. We further evaluated our model-choice
procedure by comparing the empirical value for our summary statistics to the posterior
predictive distributions inferred for each model. For our best-supported model (model
5), each of our observed values is within the posterior predictive distributions (Fig. 5);
the probability of recovering the same or more extreme value for a given summary statis-
tic ranged from 0.129 to 0.724. For the other 5 models, this is only also true for model 6
(probabilities ranged from 0.074 to 0.823; Fig. S5). These evaluations of our model choice
procedure strongly support model 5 or model 6 as the best fit our data and support the
hypothesis that historical introgression, with asymmetry in gene flow between the mito-
chondrial and nuclear genomes, is likely the source of the discordance seen in S. basiliscus
and S. lewisi.

4.4 Discussion
By collating a multi-locus data set in the species complex S. basiliscus and S. lewisi, we
uncovered a striking example of genealogical discordance: the populations representing
S. basiliscus Southern mitochondrial lineage, which are 15% divergent from the rest of S.
basiliscus, are an order of magnitude less divergent at the nuclear genome than expected.
That S. lewisi, a lineage with similar levels of mitochondrial divergence, exhibits genealog-
ical concordance across loci (Fig. 1; Fig. S1) and is reproductively isolated from the rest
of the clade based on multi-locus data from sympatric populations (Singhal and Moritz,
unpublished), further underlines how anomalous this result is.

Perhaps the most parsimonious explanation for reduced divergence in the nuclear
genome when compared to the mitochondrial genome is that the nuclear genome has
a lower substitution rate. Calculating divergence between phylogeographic lineages in
seven species of closely-related AWT skinks shows that divergence at the mitochondrial
genome is otherwise tightly correlated with nuclear divergence (Fig. 4). Although the
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substitution rates between the two genomes are different – the mito-nuclear divergence
rate is approximately 11:1 – our discordant clade has a divergence ratio of 50, far beyond
what could be explained by genome-specific substitution profiles.

4.4.1 Source of genealogical discordance
What, then, can explain this level of genealogical discordance? Genealogical discordance
is most often attributed to either the stochasticity of the coalescent or introgression across
lineage boundaries [177]. With respect to coalescent variance, because the mitochondrial
genome acts as a single locus [18], it might be capturing an errant view of history, rela-
tive to the rest of the genome. If coalescent variance is underpinning genealogical dis-
cordance, we might expect that the population diverged under a history that promoted
increased variance in genealogical patterns. Our ABC simulations, which explored both
a broad set of divergence histories and parameter space, suggest under certain popula-
tion histories, genealogical discordance (as measured here) can increase. However, the
increase in variance is limited compared to the magnitude of the discrepancy we see (Fig.
S2). Thus, as supported by the low posterior probabilities for these models, coalescent
variance is unlikely the source of this system’s genealogical discordance.

Our divergence history reconstruction suggests the genealogical discordance likely
results from historical introgression between the Central and Southern lineages. Ongo-
ing introgression between the Central and Southern lineages is unlikely; niche models
and field surveys suggest the two lineages do not currently meet [245], and nuclear data
show no evidence for recent admixture between these lineages (Fig. 1C). However, niche
models for the preferred habitat of the species complex (e.g., wet sclerophyll/rainforest)
through time support a model of divergence in isolation during glacial periods with tran-
sient connectivity and, thus, opportunities for introgression in the early Holocene [360].
Habitat during the cold-dry portion of the glacial cycle was predicted to be restricted to
two major refugia in the north and south of the AWT (corresponding to the Northern and
Central lineages respectively), with smaller refugia in the Spec Uplands and on Hinch-
inbrook Island and limited interconnectivity between the refugia (Fig. 2A). During the
cool-wet and warm-wet portions of the glacial cycles, the forest between the Central and
Southern lineages was predicted to be contiguous. As such, the Central lineage likely
expanded out of its refugium and invaded the southern AWT, allowing for gene flow be-
tween the Central and Southern lineages (Fig. 2B,C). Following gene flow between the
two lineages, the ancestral Southern nuclear genome was replaced by the invading Cen-
tral nuclear genome, but the highly-divergent Southern mitochondrial genome persisted.
In a sense, the only evidence for the Southern population that persisted through time
in the small southern refugia is its highly divergent mitochondrial genome, present as
distinct subclades in the Spec and Elliot Uplands and Hinchinbrook Island. Interestingly,
the same phenomenon may have occurred in a rainforest frog, Litoria nannotis, distributed
across the same region that shows a similar pattern of cyto-nuclear discordance [34].
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4.4.2 Why is introgression heterogeneous?
If this is the history explaining the pattern of genealogical discordance in this system, why
is the pattern of discordance marker-specific? Heterogeneous introgression, particularly
when the markers being compared are cytoplasmic and nuclear, has several possible root
causes: neutral and stochastic effects, selection, or sex-biased processes. First, heteroge-
neous introgression can arise because of stochastic, neutral effects [185], like differences
in drift among markers or the confounding effects of introgression and demography. Re-
searchers have explained cytonuclear genealogical discordance by invoking the differen-
tial rates of drift and fixation in cytoplasmic and nuclear markers [375]. However, the
balance between migration-drift is the same for both genomes because the higher drift in
the mitochondrial genome is counteracted by a lower effective number of migrants [380].
Thus, drift is unlikely to explain this pattern. Yet, introgression does introduce stochastic-
ity [185], and as the mitochondrial genome is just one marker, it might capture an extreme
end of this variance. But, as our ABC-based demographic reconstructions suggest, such
effects are still unlikely to lead to the sort of discordance seen here. Further, stochastic
effects can be compounded by demographic events, such as changes in ranges or popula-
tion growth [307, 71]. In particular, in the model of ”allele surfing”, alleles from a resident
population introgress readily into low-density populations at the edge of an expanding
population [71]. Loci that experience higher levels of drift – here, loci linked to the low-
dispersing sex like the mitochondrial genome – are more likely to introgress quickly [276,
230]. However, this work also predicts that even with low rates of admixture, complete
replacement is expected at all loci, whether nuclear or mitochondrial [71]. As such, we
might to see swamping of variation in the expanding population at both the nuclear and
mitochondrial genomes. As we do not see this, we think allele surfing is unlikely to ex-
plain the patterns we see here.

Indeed, as shown by our demographic reconstruction, in order for introgression to
commonly lead to strong genealogical discordance, gene flow levels must differ signif-
icantly between the two marker types – and selection and sex-biased processes are two
factors that can lead to differential gene flow. Here, either a situation in which gene flow
is elevated at the mitochondrial genome (model 5, Fig. 2B) or in which gene flow is de-
pressed at the mitochondrial genome could explain the pattern we see (model 6; Fig. 2C).
These two situations have the same geography, but the patterns of introgression differ and
they reflect two very different biological realities. However, the genetic patterns, particu-
larly when introgression is historical and introgressed alleles have been fixed, are hard to
distinguish, and based on our demographic reconstructions, we cannot fully reject one or
the other.

With respect to selection, rates of introgression and fixation are determined largely
by the balance between migration and selection [333]. Selection can lead to loci having
more limited or increased introgression compared to the background rate. Negative se-
lection can take several forms – for example, the mitochondrial genome could be adapted
to local bioclimatic niches and thus would introgress less readily [18, 61]. This seems
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unlikely here, as the Southern and Central lineages do not occupy markedly different
bioclimatic space (Fig. S6). Alternately, cytonuclear incompatibilities (e.g., Tigriopus cali-
fornicus; [99]) could limit introgression at the mitochondrial genome and a subset of the
nuclear genome, while the rest of the nuclear genome would introgress freely [351]. Cy-
tonuclear incompatibilities can evolve due to selection or due to drift [115], and they are
a plausible explanation for this discordance. In other studies, selective sweeps have lead
to the cytoplasmic genome introgressing rapidly into other lineages [127]. However, the
Southern mitochondrial lineage is deeply structured among southern isolates, and thus,
does not have the typical signature of a selective sweep (i.e., low but rare diversity among
haplotypes).

Finally, sex-specific processes could also explain these patterns. For example, if there
is female philopatry, then the maternally-inherited mitochondrial genome will experi-
ence less gene flow, which could lead to less introgression upon secondary contact (but
see Petit and Excoffier 2009 for an alternative perspective). This is a common explanation
for discrepancies between the mitochondrial and nuclear genomes [38], and as we have
evidence for male-biased dispersal in related species [90], this might explain our results
as well. Further, patterns of mating, whether due to differences in population density
[157] or active mate choice, can lead to rapid introgression of the maternal mitochondrial
genome across lineage boundaries [58]. We have no evidence either against or in support
of this hypothesis, but it certainly could be a factor. In sum, it appears that the genealogi-
cal discordance we see in this system results from historical introgression, and it is quite
possible this introgression acted in concert with either selection or sex-biased processes.
Knowing how these selective or sex-biased processes are contributing and interacting to
lead to this pattern cannot be determined from genetic data alone, but it is amenable to
future study through field observation and experiments.

4.4.3 Significance
Examples of genealogical discordance are many, and cytonuclear discordance accounts
for a significant number of these cases [58, 71]. Stochastic effects, whether arising in the
presence or absence of gene flow, could certainly explain many instances of discordance.
However, many other cases, like ours, likely arise because of the unique biology of the
mitochondria – i.e., selection limits introgression because of cytonuclear incompatibili-
ties [99] or mate choice patterns promote introgression in sex-linked markers [157, 58].
Further, most examples of differential introgression across mitochondrial and nuclear
genomes are cases where the introgressed marker has not yet reached fixation [191, 230].
In this respect, this system stands alongside a few other cases, most notably the arctic
charr, North American chipmunks, polar bear, and two species of temperate hares [375,
293, 231, 137] in which distinct evolutionary units have seemingly become fixed for dis-
cordant mitochondrial DNA. Both this system and these other species share a history of
small populations; the increased efficacy of drift in such populations might have quick-
ened replacement of introgressing alleles. In other systems, where introgression often
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occurs between large populations that are expanding from glacial refugia [146], insuffi-
cient time might have passed to allow introgressed alleles to reach fixation.

Finally, our and others’ results suggest that introgression is likely manifest in the nat-
ural world. Because very little hybridization, or mating between different lineages, is
necessary to spur introgression [6], the frequency of introgression might say very little
about the frequency of hybridization. However, it does hint at interesting population his-
tories of infrequent but dynamic changing hybridization, and it certainly suggests that
introgression could be a pervasive and powerful force shaping the diversity of species
and their populations [214]. Whether introgression erodes genetic divergence as we see
here or leads to adaptive change [6, 339], it is an undeniably important evolutionary pro-
cess.
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Figure 4.1: A. Map of Australian Wet Tropics showing sampled points for S. basiliscus
and S. lewisi and identifying bioregions [372]. B. Mitochondrial gene tree as inferred by
Bayesian analysis for S. basiliscus and S. lewisi. Major clades with posterior probability
>0.95 are marked with an asterisk. C. Structure results based on haplotypes at eight nu-
clear loci, with mitochondrial identity for each individual shown. Individuals are ordered
by location from north to south. Instances of mito-nuclear discordance are identified by
asterisks. D. Gene network based on haplotypes at eight nuclear loci. Scale is in a stan-
dardized, non-unit based measurement given by POFAD.
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Figure 4.2: A. A suitability map for wet sclerophyll-rainforest in the Australian Wet Trop-
ics showing isolated glacial refugia during the cold-dry stage of the glacial cycle (18,000
ybp), modified from Vanderwal et al., 2009. Cartoon depictions of the possible historical
introgression event during a cool-wet period of higher connectivity, showing the dynam-
ics of mitochondrial and nuclear introgression between the Central and Southern lineages
of S. basiliscus for B. model 5, of more mitochondrial than nuclear gene flow and C. model
6, of more nuclear than mitochondrial gene flow.
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Figure 4.3: Cartoon depictions of the six models used in the ABC analysis to infer the di-
vergence history of the Central and Southern lineages of S. basiliscus: A. simple splitting,
B. a ”peripatric” splitting model, C. a splitting model with ancestral population structure,
D. a model with pulsed, post-divergence gene flow, E. a model with pulsed gene flow
in which mitochondrial gene flow is greater than nuclear gene flow, and F. a model with
pulsed gene flow in which nuclear gene flow is greater than mitochondrial gene flow
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4.8 Tables

model posterior probability
simple split (model 1) 0.0263

peripatric split (model 2) 0.0220
ancestral structure split (model 3) 0.000

pulsed gene flow (model 4) 0.0291
more mitochondrial gene flow (model 5) 0.763

more nuclear gene flow (model 6) 0.159

Table 4.1: Models, numbered as in text, with posterior probabilities as inferred from ABC
analyses.
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Chapter 5

Strong selection in a narrow contact zone

5.0.1 Abstract
Phenotypically cryptic lineages comprise an important yet understudied part of biodiver-
sity; in particular, we have much to learn about how these lineages are formed and main-
tained. To better understand the evolutionary significance of such lineages, we studied a
hybrid zone between two morphologically-cryptic phylogeographic lineages in the rain-
forest lizard, Lampropholis coggeri. Analyzing a multilocus genetic dataset through cline
inference, individual-based methods and population measures of disequilibrium and us-
ing simulations to explore our genetic results in context of theoretical expectations, we
inferred the processes maintaining this hybrid zone. We find that these lineages meet in
a hybrid zone that is narrow (≈400 m) relative to inferred dispersal rate. Further, the hy-
brid zone exhibits substantial genetic disequilibrium and sharply coincident and largely
concordant clines. Based on our knowledge about the region’s biogeography, the spe-
cies’ natural history, and our simulation results, we suggest that strong selection against
hybrids structures this system. As all clines show a relatively narrow range of intro-
gression, we posit that this hybrid zone might not yet be in equilibrium. Nonetheless,
our results clearly show that phylogeographic lineages can evolve substantial reproduc-
tive isolation without concomitant morphological diversification, suggesting that such
lineages can constitute a significant component of evolutionary diversity.

5.1 Introduction
The growth of phylogeography, or the study of geographic variation in genetic diversity
within a species, has shown that many species consist of multiple, highly-divergent ge-
netic lineages. These lineages often exhibit levels of genetic divergence equal to or greater
than those between morphologically-defined species [11] yet have no or limited pheno-
typic differentiation. These morphologically cryptic lineages are common yet understud-
ied; in particular, understanding how these lineages form and what maintains boundaries
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between these lineages in the absence of overt phenotypic differentiation are open ques-
tions [40]. Contact zones, or geographic regions in which previously isolated lineages
meet and interact, are an excellent tool for exploring and understanding the forces that
maintain lineages’ identities [139]. Although such studies traditionally focus on contacts
between morphologically differentiated species, contact zones can be particularly useful
in evaluating the significance of morphologically-cryptic phylogeographic lineages as a
component of biodiversity. After all, contact zones exhibit a continuum of outcomes that
reflect how the lineages meeting diverged; lineages can exchange genes freely in the ab-
sence of reproductive isolation [319], gene flow can be spatially limited if barriers to gene
flow (i.e., assortative mating or selection against hybrids) have evolved [140], or lineages
can show complete reproductive isolation and remain phenotypically and genetically dis-
tinct at contact [367]. Looking at contact zones between cryptic lineages can help us start
to answer these questions; already, studies have shown that such lineages can evolve
substantial barriers to gene flow [155, 278, 173]. This initial work suggests that cryptic
lineages might not just be evolutionary ephemera; rather, they can be regarded as nascent
species [15]. However, these studies are still in their infancy, and we have much more to
learn about cryptic biodiversity.

The Australian Wet Tropics (AWT) suture zone offers a set of replicated natural ex-
periments with which we can address these questions. This suture zone reflects effects
of late Quaternary climate change on rainforest and the species endemic to it [244, 146].
Palynological data and ecoclimatic models show that the forest contracted into two major
refugia during the glacial cycles of the Late Quaternary [256, 133, 360]. From 3 to 8 Kya,
the rainforest expanded rapidly from these refugia, allowing diverse rainforest-specialist
fauna to form spatially clustered contact zones [244]. Genetic divergence at these contacts
varies widely, yet lineage-pairs are morphologically similar and occur in the same eco-
logical settings. Previous analyses of contacts in frogs, lizards and mammals have shown
several evolutionary outcomes: speciation by reinforcement, post-zygotic isolation with-
out assortative mating, and no reproductive isolation [155, 278, 84, 283]. These results
show that lineages can maintain their genetic integrity at secondary contact, even with-
out concomitant morphological diversification. However, studies from this suture zone
are still few, and analysis of additional contacts in lineage-pairs with different levels of di-
vergence is needed to test predictions such as the correlation between genetic divergence
and extent of reproductive isolation [367].

We add to this emerging portrait of secondary contact outcomes in a suture zone by
characterizing a contact in the AWT-endemic rainforest skink, Lampropholis coggeri. L. cog-
geri (family: Scincidae) is a small, semi-fossorial lizard (SVL ≈ 45 mm) that is often found
in sun patches within or at the edge of forests [373]. Previous sampling and genetic analy-
sis of L. coggeri identified two major lineages in this species, which we name Northern and
Southern (Fig. 1A; [35]). These lineages are 9.4% divergent at mitochondrial DNA and
1.1% divergent at nuclear introns, yet do not differ in any morphological traits (i.e., size,
shape, scale counts, coloration) [35]. In this study, we locate and characterize the contact
zone between the Northern and Southern lineages by collecting a multi-locus genetic data
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set and conducting individual-based, population-level, and cline-based analyses. Then,
motivated by results from the genetic analyses, we use simulations to explore alterna-
tive hypotheses about the forces governing this hybrid zone, and to extend the relevance
of our results, we compare our findings to those found for other hybrid zone systems.
Given previous results from similar studies in this system [278] and the expectation that
post-zygotic isolation scales with genetic divergence [67], we predict substantial levels of
genetic disequilibrium and narrow genetic clines in the present system.

5.2 Methods

5.2.1 Sampling
Based on the initial characterization [35] and subsequent sampling, we identified the con-
tact zone between the Northern and Southern lineages. From 2008 to 2010, we sampled
the contact extensively along a linear transect running through the contact zone (the
Gillies Transect) and, to provide some level of replication, opportunistically around a
nearby lake (Lake Barrine) bisected by the contact zone (Figure 1; Table S1). Although
each of these regions are forested, the area between them was cleared in the early twen-
tieth century, preventing further sampling. Animals were captured by hand, sampled for
tail tissue, measured and sexed, geo-referenced, and then released at the site of capture.
For the linear transect, we sampled 17 localities (average of 17 individuals per locality)
over 2.5-km. At Lake Barrine, we sampled 58 animals at 28 unique locations. Addition-
ally, we sampled two localities (17-18 individuals per locality) at 2.5 km on either side
of the hybrid zone center to determine whether any of the alleles showed introgression
outside of the central hybrid zone. Finally, from each lineage, we sampled one locality
(12 individuals) about 40 km away from the hybrid zone center. These latter individuals
were sampled for liver tissue and were collected as voucher specimens to be accessioned
at the Museum of Vertebrate Zoology, Berkeley, California. As these localities are geo-
graphically isolated (hereafter, ”allopatric”) from the hybrid zone center, they are unlikely
to contain alleles introgressed from the hybrid zone center, and thus, we used them for
marker development.

5.2.2 Marker Development
To assay hybridization and introgression in the contact zone, we used one mitochondrial
locus and ten nuclear loci. We used previously published primers to amplify the mito-
chondrial locus ND4 [9] and three nuclear loci: β-globin [86], LC5, and LC17 [35]. To
design additional markers, we developed markers based on data from a high-throughput
sequencing run. Briefly, we extracted total RNA from five individuals from each of
our Northern and Southern allopatric localities, pooled equimolar amounts of individ-
ual RNA for each locality, isolated mRNA, and prepared a sequencing library as di-
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rected by Illumina [37]. Each of the two resulting libraries was sequenced at one lane
on an Illumina Genome Analyser II [37]. Resulting reads were trimmed for quality and
for adapter sequence and assembled using the de novo assembler ABySS; contigs were
annotated using a custom vertebrate gene database compiled from Ensembl [42, 41]. To
find fixed differences between the two lineages, we mapped the trimmed reads from the
Northern and Southern localities to the Northern reference assembly using bwa [197]. Re-
sulting single nucleotide polymorphism (SNP) calls were parsed using samtools [198],
and we identified SNPs that were fixed in the lineages for different alleles. We then
identified a subset of SNPs that were in annotated genes, that were either non-coding
(i.e., located in the 5’ or 3’ untranslated region) or resulted in synonymous amino acid
changes, and that could be resolved using commonly available and robust restriction
enzymes. We used Primer3 [306] to design primers for 12 of these SNPs and Sanger-
sequenced these alleles in a larger sample from the Northern and Southern allopatric
localities (12 individuals each) to confirm these SNPs were fixed or nearly-fixed between
the localities. We successfully sequenced 11 loci and selected for further analysis the
seven most robust loci (ABHD5, AUTO, NDST2, LEMD2, PCBD1, RTN3, SAR1). The
bioinformatics pipeline to develop these markers was written in Perl, available at https:
//github.com/singhal/transcriptomic.

5.2.3 Collection of Genetic Data
We extracted genomic DNA from tail tissue using a high-salt method [4] and confirmed
DNA quality and quantity using a Nanodrop. To amplify DNA, we used standard PCR
conditions in a 15 µL reaction. Each of the 11 markers contained a diagnostic SNP that
was fixed or nearly-fixed between the two lineages and that could be genotyped using
PCR-RFLP. To genotype loci, we digested 10 µL of the amplified product in a 25 µL reac-
tion with one unit of the appropriate enzyme, following manufacturer’s suggestions for
use (NEB). We visualized the digested products on a 1.5% agarose gel stained with ethid-
ium bromide and scored genotypes manually. Details on primer sequences, annealing
temperatures, enzymes used, and restriction patterns can be found in Table S2.

5.2.4 Analyses
We conducted four types of analysis. First, we determined hybrid composition using
individual-based methods, as the genetic make-up of hybrids can reflect the nature of se-
lection against different hybrid classes [371]. Second, we fit clines to our data to measure
introgression extent and to determine whether clines were concordant and coincident, as
we expect greater introgression extent and lack of coincidence and concordance if there
are no barriers to gene flow. Third, we estimated population parameters of disequilib-
rium, as disequilibrium only persists after secondary contact if there is selection against
hybrids or strong assortative mating [27]. Fourth, we combined estimates of cline width
and linkage disequilibrium to infer dispersal and selection in the hybrid zone given a

https://github.com/singhal/transcriptomic
https://github.com/singhal/transcriptomic
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tension-zone model. We were unable to obtain sufficient samples at Lake Barrine to en-
able cline-based analyses; thus, these samples were only included in the individual-based
analyses and disequilibrium measures.

First, to determine the composition and type of hybrids in the contact zone, we used
two programs, Structure [285] and NewHybrids [7]. For both programs, we used genotypic
data from all ten nuclear loci for all 406 individuals sampled. Using a Bayesian approach,
Structure estimates the probability that an individual belongs to a genetic cluster by mini-
mizing linkage and Hardy-Weinberg disequilibrium within a cluster (K). We ran Structure
10 times under the ’admixture’ model for each of nine K values (ranging from 2 to 10),
recording posterior probability distributions for admixture proportion. We then deter-
mined the best-supported K value following [101] as implemented in StructureHarvester
[94], summarized results across that K value using Clumpp [162], and plotted results using
Distruct [300]. NewHybrids also implements a Bayesian approach to determine the proba-
bility that an individual belongs to one of the six genotypic classes that results from the
first two generations of crossing (i.e., either parental form, F1 hybrid, F2 hybrid, or first-
generation backcross). We ran NewHybrids five times and summarized runs by averaging
probabilities across runs.

To fit clines to our data, we first pooled our unique sampling points along the transect
into localities. On average, the area around pooled points (as measured by minimum
convex polygons) was 297 m2, with areas ranging from 3 to 1498 m2. We then calculated
the location of the pooled points along the transect by collapsing the points to a one-
dimensional transect; because our sampling regime followed a linear transect, the results
were nearly identical to the original sampling points. We then fit three models of clines to
our data via the maximum likelihood framework implemented in Analyse [26]. First, we
fit a basic two-parameter sigmoidal model (Sig) which describes the transition in allele
frequency through space (p) with respect to cline center (c) and width (w) as:

p =
1 + tanh[ 2(x−c)

w ]

2
(5.1)

Here, cline width is the inverse of the maximum slope of the curve. Sigmoidal clines
do not necessarily evoke a specific selection model, and thus, can be used to describe a
frequency change in any trait. Second, we fit a four-parameter stepped model (Step) in
which the center of the cline is described by the sigmoidal model and the tails of the cline
are described by the parameter B and the exponential decay function [349]:

p ∝ exp(
−4xθ

1
2

w
) (5.2)

The stepped model is appropriate for multi-trait data; it allows for a sharp change in fre-
quency at the center of cline, as might be seen due to epistatic interactions. In the tails
of the cline, where recombination has broken down epistasis and selection is accordingly
weaker, introgression occurs more quickly and clines are shallower [25]. The parameter
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θ reflects the strength of selection against the character outside of the cline center, and B
describes the size of the tails, or the proportion of alleles that are introgressing. Finally,
we fit a special case of the stepped model, the six-parameter asymmetric stepped model
(Astep), in which either side of the cline has different introgression extent (i.e., θ and B
are fit separately to either side of the cline). This model describes scenarios in which
introgression is greater into one lineage than the other. In each of these models, we al-
lowed pmin and pmax to vary at either end of the cline. Each of these models is nested
within each other; thus, to determine whether more complex models fit the data better,
we calculated twice the difference of log likelihoods and found significance by compar-
ing to the critical value. Clines were fit to each of the 11 loci and a composite multilocus
hybrid index obtained from the Structure results. After fitting the clines, we determined
whether clines were coincident (i.e., sharing the same center) and concordant (i.e., sharing
the same width). We would expect coincidence if the hybrid zone is recent or if selection
is strong and concordance if selection strength is uniform across loci. Following Phillips
et al. 2006 , we constructed log-likelihood profiles for each locus over a range of center (c)
and width (w) values. We then calculated two likelihood values: (1) for the non-coincident
model, we summed the locus-specific maximum-likelihood values and (2) for the coinci-
dent model, we summed the c log-likelihood profiles over all loci to find the maximum
likelihood value for the loci’s shared center. To determine whether non-coincidence fit
the data better than coincidence, we determined if the difference in likelihood between
the two models was significant using a chi-square distribution (d f =10, or one less than
the number of loci). The same approach with cline widths was used to determine cline
concordance.

To calculate within locus and between locus disequilibrium, we also used Analyse.
Within locus disequilibrium, or Hardy-Weinberg disequilibrium, results when the pro-
portion of heterozygotes at a locus deviates from the expected proportion under random
mating. We calculated Hardy-Weinberg disequilibrium by estimating maximum likeli-
hood values for FIS across all nuclear loci and across all sites. Analyse calculates between-
locus disequilibria, or linkage disequilibrium (LD), as:

Rij =
Dij√piqi pjqj

(5.3)

Because the magnitude of LD relies, in part, on the allele frequencies at the loci under
consideration, this method reduces this dependency by dividing the estimate of linkage
disequilibrium by the square root of the product of the allele frequencies at the loci [27]. To
calculate LD, two challenges arise: first, how to account for within locus disequilibrium
as it can affect measures of LD, and second, how to estimate multilocus disequilibrium
properly when pairwise measures of disequilibria are not independent. Analyse addresses
the first issue by accounting for within locus disequilibria by downsizing the effective
sample size of a population, as each allele sampled does not reflect a unique data point
when there is within-locus disequilibrium. This method does not, however, address the
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second issue; it assumes that pairwise LD estimates are independent. Other multilocus
LD methods, which allow dependency, are not appropriate here. Barton’s (2000) method
for estimating multilocus disequilibria cannot handle a data set of this size, and Barton
and Gale’s (1993) method for estimating disequilibria by hybrid index assumes no within-
locus disequilibrium.

Assuming a tension zone model (i.e., that all clines are in migration-selection equilib-
rium), estimates of cline width and linkage disequilibrium can be used to estimate dis-
persal in the hybrid zone as represented by σ, the variance in position between offspring
and parents [27]. If selection in the hybrid zone is weak, σ is given by:

Rij =
4σ2

w2r
(5.4)

where r is the recombination rate between loci; we assume no linkage between markers
and thus take r to be 0.5. Here, Rij is calculated at the center of the zone, where it is
predicted to be the largest. We calculated average LD at each of the four center localities
in the hybrid zone and averaged these estimates to derive a value for Rij. As our clines
were not concordant, we calculated σ for the range of observed widths we saw, the mean
width, and the width of the composite cline based on hybrid index. Once σ has been
estimated, we can estimate selection against heterozygotes by using the equation:

s∗ = 8(
σ

w
)2 (5.5)

where s∗ is a measure of effective selection on a locus, which reflects both selection acting
directly on the locus and on loci in disequilibrium with the locus [27].

For these analyses, we used R and the package ggplot2 to conduct all mathematical
and statistical operations and to make all graphs [288, 369].

5.2.5 Simulations
Similar patterns of cline width and genetic disequilibrium in hybrid zones can emerge
from very different biological realities; in fact, it can be notoriously challenging to distin-
guish between competing hypotheses for hybrid zone maintenance [140]. Thus, to place
our genetic results in context of hybrid zone models, we simulated secondary contact be-
tween two isolated lineages using the forward-time simulation program simuPOP [273].
While models for hybrid zones are abundant in the literature and have contributed greatly
to our understanding of hybrid zone dynamics [16, 92, 184], few incorporate assortative
mating and selection against hybrids in a multi-locus framework as we do here. For this
model, we implement a one-dimensional chain of sixty populations; the two lineages oc-
cupy either side of the chain at time zero (Fig. S4). At time zero, the populations begin ex-
changing migrants under a stepping-stone model of migration. Under a one-dimensional
stepping stone model, the proportion of migrants is related to σ by σ2 = m�2 where �
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is the distance between demes. Cline width is thus a dimensionless value measured in
deme number; converting to distance to compare to empirical systems necessitates an es-
timate of �. Selection against hybrids was defined by a multiplicative selection model,
where fitness was dependent on the number of loci at which an individual was heterozy-
gous. We allowed strength of assortative mating to vary from random mating to nearly
complete associative mating. In the model of assortative mating used here (a multilocus
model based on Felsenstein’s (1981) ”group-based model”) , some proportion of individ-
uals (α) mate preferentially with any individuals who share at least 90% or more of their
ancestry, and the remaining individuals (1-α) mate randomly. We simulated clines under
a range of scenarios, including varying the number of loci under selection (2, 5, 10), the
strength of selection (0, 0.2, 0.4, 0.6, 0.8, 0.9, 0.95, 0.99), the strength of assortative mat-
ing (0, 0.2, 0.4, 0.6, 0.8), and migration rates (0.1, 0.3, 0.5). Population sizes (N = 1000)
and recombination rates (r = 0.5) were kept constant across simulations, and in each
simulation, we modeled ten neutral loci to look at introgression patterns under neutral-
ity. Simulations were run for 1000 generations as preliminary runs suggested that, where
relevant, this was sufficient for runs to reach equilibrium. We recorded data from the
simulations every 100 generations, which included estimates of cline width and center
(as calculated by Kruuk et al., 1999) , per-locus Hardy-Weinberg disequilibrium, linkage
disequilibrium, and hybrid indices. We simulated 1000 data sets for each parameter com-
bination. Supplementary information contains more information about model choice and
parameterization (Table S4 and Fig. S4).

5.3 Results

5.3.1 Identification of the contact zone and development of marker loci
We located the zone of secondary contact at two places, along a road running through
both lineages along the Gillies Range (Gillies Transect) and around Lake Barrine. The
habitat is continuous through the contact zone, with no major transitions in habitat types,
and L. coggeri are abundant throughout. This contact zone is near several other contact
zones in the AWT suture zone; in particular, Lake Barrine is home to an admixed popula-
tion of two frog species Austrochaperina robusta/fryi, and the previously described contact
in the skink Carlia rubrigularis is located 15 km northward [244, 278].

High-throughput sequencing of the pooled libraries from the allopatric localities re-
sulted in the identification of over 20,000 putatively-fixed and annotated SNPs between
the two lineages. Sanger-sequencing data of a subset of these SNPs and their surround-
ing regions from allopatric (c. 40 km distant samples; N=12 each) localities confirmed that
all were fixed or nearly-fixed, although other variants close to the target SNPs (±200 bp)
showed incomplete lineage sorting.

Our mitochondrial locus and seven of the ten nuclear SNPs were completely fixed
between allopatric localities of the two lineages. SNPs located in three loci (PCBD1, LC17,
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and ABHD5) showed incomplete fixation when comparing the Northern and Southern
allopatric localities, with FST estimates of 0.92, 0.75, and 0.96 respectively. Although this
incomplete fixation could be due to introgression from the contact zone, this is unlikely
as these localities are geographically disjunct from the hybrid zone.

In total for the contact zone, we genotyped all ten nuclear and one mitochondrial
markers in 406 lizards, 348 from the Gillies transect and 58 from Lake Barrine. These data
are available at Dryad at http://datadryad.org/handle/10255/dryad.36371.

5.3.2 Estimates of hybrid frequency and composition
Results from the individual-based Structure analyses showed that the individuals at the
contact zone best fit a two-population model, where each parental lineage is a genetic
cluster and hybrids are the result of admixture between these clusters. At the Gillies
Transect, population assignment tests showed that the majority of hybrids (45 out of 63;
71%) were limited mostly to just four geographically close localities, spanning from 1041
to 1151 m along the transect. Here, hybrids are defined as any individual that has an
admixture proportion of ≥ 0.10, and for whom the posterior probability of admixture
proportion does not include 0 or 1. Of the 81 individuals in these four central localities, 45
(or 55%) were hybrids, of which 65% and 35% had Northern and Southern mitochondrial
types, respectively. As shown in Fig. 2B, the admixture proportion (i.e., hybrid index) in
the hybrid zone center (localities at 1041 to 1151 m) spans a wide range, a pattern that
has been described as flatly uniform [167], as opposed to unimodal or bimodal patterns.
Outside of these four localities, only 18 additional lizards (5% of genotyped lizards) were
identified as hybrids, and the two localities located 2.5-km from the hybrid zone center
showed no sign of introgression (Fig. 2A). Thus, introgression beyond the hybrid zone
center, as estimated from these markers, appears very rare.

Using NewHybrids to assign individuals to hybrid class showed that the hybrid zone
center contained no F1s, 16 parents from the Northern lineage (20%), and 12 parents from
the Southern lineage (15%) (Fig. S1). Delineating between F2s, first-generation back-
crosses, and older backcrosses confidently is challenging [275]; thus, we do not categorize
the 53 hybrids further.

The pattern seen along the Gillies transect was matched at Lake Barrine (Fig. 1B). Of
the 58 individuals genotyped there, 16 (27%) were hybrids, and none could be confidently
classified as F1s. These hybrids were all found in two narrow bands on either side of the
lake, each measuring about 300 m in width (Fig. S2).

5.3.3 Estimates of cline shape
All clines were best fit by the sigmoidal model; while some markers showed a marginally
better fit under the stepped or asymmetric stepped model, the improvement over the sig-
moidal model was insignificant. We report and discuss the results from the sigmoidal
clines only. Clines were exceptionally narrow – average cline width was 403 m, and

http://datadryad.org/handle/10255/dryad.36371
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widths ranged from 280 m (LC5) to 695 m (LEMD2) (Fig. 3; Table 1). The mitochon-
drial cline and the composite hybrid index cline were both narrower than average; they
had widths of 300 m and 370 m respectively. For most clines, pmin and pmax were 0 and
1 respectively; however, the three loci for which fixation between allopatric samples was
incomplete had, as expected, non-zero pmin (Table 1).

Visual inspection of the clines showed that they had coincident centers; all centers
were within 100 meters of each other. A formal test of cline coincidence confirmed this
observation (χ2=7.26, d f =10, p=0.70); the best-fitting center was located 1.18 km from the
start of the transect, at the southern edge of the four localities at the core of the hybrid
zone. Yet, the clines were not concordant; allowing cline width to vary across loci fit
the data significantly better than constraining clines to the same width (χ2=184.8, d f =10,
p¡0.05). Although the clines are not concordant, their widths fall within a narrow range.
Most cline widths are within 400±100 m, which, given that σ ≈ 80 m√gen (see below), is a
relatively small deviation from concordance.

5.3.4 Estimates of disequilibrium
Estimates of FIS and Rij showed that both within-locus and between-loci disequilibrium
is substantial in the hybrid zone. In most localities, power to measure within-locus dis-
equilibrium was limited as many localities only had one allele at each locus. However,
six localities showed significant departures from Hardy-Weinberg Equilibrium (HWE) at
one or more loci. The four localities at the center of the hybrid zone had across-loci FIS
values ranging from 0.239 to 0.453; per locus measures showed that almost all loci had
significantly non-zero FIS values (Fig. 4A). Two localities away from the center of the
hybrid zone showed deviations from HWE; per locus results indicated that departures
from HWE at two of the incompletely-sorted loci, PCBD1 and LC17, drove this pattern.
Disequilibrium where the two lineages meet at Lake Barrine was similarly substantial;
across-locus FIS was estimated to be 0.408 (0.266-0.540).

Similarly, power to estimate linkage disequilibrium was limited in many localities as
most localities consisted of individuals homozygous at all loci. However, six localities
had significant Rij, all in or near the center of the hybrid zone (Fig. 4B). The four localities
at the center of the hybrid zone all had significant, positive LD at nearly all between-
locus comparisons; average LD across all loci at these localities ranged from 0.184 to
0.446. Again, disequilibrium at Lake Barrine was strong; almost all locus pairs had sig-
nificant, positive LD and the multi-locus estimate of linkage disequilibrium was 0.490
(0.440-0.523).

5.3.5 Estimates of dispersal rate and selection
Assuming a tension zone model and that the hybrid zone is at migration-selection equi-
librium, measures of cline width and linkage disequilibrium can be used to estimate dis-
persal rate in the hybrid zone and selection against hybrids. These measures do not ex-
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plicitly account for variation in cline width among characters; thus, we report here point
estimates based on the width of our multilocus cline, as well as the range of values corre-
sponding to the range of cline widths. Dispersal rate (here measured as σ) was estimated
as 80 m√gen (40 - 160 m√gen ). Although estimating dispersal rate is fraught with assumptions,
in particular that the system conforms to a tension zone model, our estimates correspond
well to those from two closely-related species. In the rainforest skink Carlia rubrigularis
[278], σ was estimated to range from 90 to 133 m√gen by using both the method described
here and a FST based measure [305], and in the rainforest skink Gnypetoscincus queenslan-
diae, σ, as estimated via the Rousset (1997) method, was 29 m√gen [344]. Using our estimate
of σ for L. coggeri, we estimate average effective selection (s∗) at a locus as 0.403 (0.106 to
0.653). The wide range of possible values for selection strength reflects both the challenge
in measuring the various parameters of this composite measure and the variation of selec-
tion strength across loci. However, our estimates suggest that, if the equilibrium tension
model is appropriate for this system, then selection against hybrids is substantial. If our
system does not fit a tension zone model, then we are likely over-estimating σ, in which
case average effective selection would be less than we suggest here. However, we think
that our estimate of σ is reasonable, as it overlaps with that for C. rubrigularis, a species
with similar natural history and habitat use as L. coggeri [373].

5.3.6 Results from hybrid zone simulations
Motivated by the finding of strong and ubiquitous genetic disequilibrium and narrow
clines in this hybrid zone, we used simulations to explore how reproductive isolation
(both pre-zygotic and post-zygotic) versus neutral diffusion affects hybrid zone dynam-
ics. Under models that ranged from random mating to nearly complete assortative mat-
ing and from neutral diffusion to nearly complete selection against hybrids, we simu-
lated expected patterns of (1) hybrid composition, (2) cline width and concordance, and
(3) disequilibrium. For ease of presentation, we discuss and show results from just one
parameter set (migration rate = 0.3 and 10 loci under selection); results from other pa-
rameter combinations are qualitatively similar (Fig. S3). Several key conclusions emerge
from these simulations. First, strength of assortative mating has no significant effect on
any of the measured parameters; while assortative mating slows initial introgression and
the decay of disequilibrium, the equilibrium outcomes are the same under strong assor-
tative mating and random mating (Fig. S4). Second, under neutral diffusion (e.g., no
selection against hybrids) and very soon after secondary contact (¡50 generations under
a range of demographic parameters), the system exhibits many of the same patterns one
would see in a tension zone model – i.e., narrow clines, high disequilibrium, and flatly
uniform distribution of hybrid indices (Fig. 5). Beyond this point, disequilibrium is low
and clines increasingly broad with gradually increasing variance in cline width. Third,
patterns of disequilibrium and cline shape diverge between markers under selection and
unlinked neutral markers rapidly after secondary contact (<50 generations) and only re-
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main concordant when total selection against hybrids is strong (>90%; Fig. 5). In partic-
ular, assuming independent assortment between neutral and selected loci, maintaining
narrow clines at neutral loci requires total selection against hybrids to be nearly com-
plete (>95%). Fourth, continuing this theme, variance in cline width among neutral, un-
linked loci increases rapidly after secondary contact, even under strong selection against
hybrids. Although average cline width remains narrow at neutral loci when selection
against hybrids is strong, some loci show stochastic behavior and wide clines, increasing
variance. Seeing this variance, however, requires a large number of loci to be sampled.
Finally, hybrid index tends towards unimodality, unless contact is recent or there is strong
selection against hybrids (>90%), in which case it is bimodal to flatly uniform. Further,
in all these cases, finding F1s in the hybrid zone is rare. These results suggest that our
pattern of narrow, fairly concordant clines and high disequilibrium is likely the result of
very recent secondary contact (e.g., <50 generations) or strong selection against hybrids.

5.4 Discussion
In this paper, we show that the major lineages of L. coggeri meet in an extremely narrow
hybrid zone, which we can describe further as:

• evincing clines of average width 403 m in a species with dispersal rate of approxi-
mately 80 m√gen ,

• consisting of coincident clines, which while not concordant, show low variance in
cline width,

• showing substantial LD and HW disequilibrium at the center of the zone at nearly
every marker,

• having a flatly uniform distribution of hybrid index with no F1 hybrids,

• and, exhibiting the same general patterns of limited introgression and extensive
disequilibrium at a second independent sampling site, Lake Barrine.

Narrow hybrid zones can emerge due to several processes [239]. Here, we describe what
we consider the four dominant causes, noting that these are not mutually exclusive. First,
as a null hypothesis, a narrow hybrid zone can result from neutral diffusion after sec-
ondary contact between previously-isolated lineages [100]. If there are no barriers to gene
flow between the lineages, the two lineages will eventually become genetically and phe-
notypically indistinguishable. Prior to this equilibrium, however, the system will exhibit
clines, the width of which are a function of dispersal length and time since contact [27].
Second, narrow clines can result from selection against heterozygotes or, more generally,
hybrids under the environmentally-independent ”tension zone” model [30, 349]. Here,
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clines are stable at the equilibrium between parental dispersal into the hybrid zone and se-
lection against resulting hybrids, and selection is independent of the environment though
the clines often cluster in areas of low environment suitability [349]. Third, narrow clines
can result due to assortative mating between parental forms, whether due to active mate
choice (e.g., Heliconius butterflies [217]) or habitat selection (e.g., in Bombina toads [209]).
Finally, narrow clines can form at the edge of an ecotone between two distinct environ-
ments, when populations on either side of the ecotone are differentially adapted to these
conditions [100]. Here, we explore these possible explanations for the L. coggeri hybrid
zone by considering their predictions in light of our data and simulation results.

Although environment-dependent selection is certainly important in shaping numer-
ous hybrid zones (e.g., in Iris flowers [69] and in Colaptes birds [241]), it likely not a factor
contributing to this hybrid zone. Bioclimatic analysis of the suture zone relative to ad-
jacent refugial (source) areas indicated the former has relatively low suitability, but also
that the parental lineages are from analogous rainforest habitats [244]. As there is no no-
ticeable difference between parental habitats or in eco-phenotypes [35] and this region of
low suitability is much broader and more subtle than one would expect for such a nar-
row hybrid zone, we think environmental selection is unlikely to contribute significantly
here. Distinguishing between the remaining three explanations is notoriously difficult
[10], but it is key if we want to use hybrid zones to understand speciation better. After all,
by understanding what maintains a hybrid zone, we can understand what barriers have
evolved to gene flow, and thus, what factors are contributing to lineage maintenance.

If the system is described by neutral diffusion, then cline width is given by w =√
2πσ

√
t, where w is cline width and t is the time (in generations) since secondary contact

[100]. We do not have direct estimates of t for this system, but we use what we know about
the system to evaluate the plausibility of this non-equilibrium model. First, paleomodels
suggest the rainforest expanded from glacial refugia sometime 3 to 8 Kya [360], and as
L. coggeri is found at rainforest edges and gaps, it likely tracked this expansion closely.
Assuming we estimated σ correctly and assuming a conservative 3 years/gen, then un-
der neutral diffusion, we would expect clines to be (at minimum) 6.3 km wide, nearly 15
times wider than our average cline width. To get clines as narrow as those measured here
given this estimate of time since secondary contact, σ would need to be just 14 m√gen . This
estimate of dispersal rate is nearly an order of magnitude lower than that estimated in the
closely-related and ecologically-similar species, C. rubrigularis [278]. Further, L.coggeri is a
gap-edge species such that population densities are naturally dynamic in space, and thus
based on natural history, this estimate is too low to be realistic [373]. Moreover, under this
scenario, our simulations show that we would not expect to see extensive disequilibrium
and cline coincidence as we do. However, it is possible that we have wrongly inferred
time since secondary contact, and secondary contact is more recent. Given the width of
our multilocus and mitochondrial clines and using a range of dispersal rates for a closely-
related lizard species (C. rubrigularis; 90 - 133 m√gen ), we estimate time since secondary
contact as 0.81 to 2.70 generations, or 2 to 8 years given a conservative generation time
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of three years. Our simulations suggest that in the early stages of neutral diffusion (<50
generations), we can expect to recover all the patterns of hybridization seen in this contact
zone (i.e., high disequilibrium, sharply narrow and concordant clines, a flatly uniform hy-
brid distribution; Fig. 5). However, it seems unlikely that the lineages met for the first
time in just the last 10 years. It is more likely that the lineages met in the past, and envi-
ronmental change, whether natural or human-induced, has affected the hybrid zone such
that the clock for time since secondary contact has been reset [271]. However, even in this
scenario, the lineages would have been previously in secondary contact, during which
there would have been ample time for broad-scale introgression, which is noticeably ab-
sent. In conclusion, while neutral diffusion can result in the patterns of introgression and
disequilibrium we see here, the timing of secondary contact and dispersal rate necessary
to generate such patterns are unrealistic based on our knowledge about this system.

Tension zones can produce the same patterns as well (Fig. 5), and most systems that
exhibit similar patterns as the L. coggeri zone tend to be defined as tension zones (e.g., the
(Vandiemenella grasshoppers [173] and the Carlia lizards [278]). However, these and our
systems do not fit the tension zone model in one important way; even when hybrids are
under strong selection, introgression patterns are expected to be uneven across loci. In-
trogression extent is inversely proportional to effective selection strength, which is both a
function of direct selection on a locus and selection on any loci in linkage disequilibrium
with the focal locus [25]. For neutral loci, which experience no direct selection, theory
suggests that indirect selection can retard introgression [25]. But, as theory further sug-
gests and as our simulations show, recombination breaks down linkage disequilibrium
between neutral loci and loci under selection, over time increasing extent of introgression
and variance in cline width ([24],Fig. 5). The speed at which this occurs depends on the
strength of selection relative to the rate of recombination between the neutral and selected
loci [16]. Under equilibrium, we would thus expect to see a wide range of cline widths;
however, in our study, much like most other studies that have measured cline width, the
range of cline widths is fairly limited (Table 2).

In the context of the tension zone model, this pattern of limited introgression has three
possible roots. First, it is possible all our markers are under strong direct selection. Oth-
ers have argued this is likely when researchers chose to assay introgression extent using
diagnostic markers, which have possibly become fixed due to divergent natural selection
[388]. However, in this system, we see that even our markers with incomplete lineage
sorting have narrow clines. Second, as theory and our simulations suggest [114], if to-
tal selection against hybrids is great (>95%), then introgression at neutral alleles, even if
unlinked to loci under selection, will be greatly reduced. Although we measured strong
effective selection at individual loci (average ¿40%) in this system, we cannot easily con-
vert this to total selection strength as this measure is dependent on the number of loci
under selection and the recombination rates between these loci. Finally, it is possible
that selection is strong and so widely dispersed over the genome that every marker, even
if neutral, is closely linked to multiple markers under selection [25]. In such systems,
multi-locus clines can be narrower than predicted by the direct selection each locus is
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experiencing, and neutral loci can be slow to introgress past the cline [16]. Testing per-
vasive selection as a possible mechanism for narrow clines at neutral loci would require
investigating introgression at more loci, ideally in context of their genomic location.

Finally, assortative mating has been invoked in several hybrid zones as maintaining
lineage boundaries [136, 310]. Theoretical studies have shown that assortative mating can
limit introgression at neutral loci [116, 235, 240], but this result depends on the model used
for assortative mating as all these models used a one-locus or two-locus model for mating
traits and preference (for a counter-example where assortative mating has little effect on
outcomes, see [309]). When using a multi-locus model (appropriate for quantitative traits)
and group-based mating as done here, assortative mating does little to limit introgression
further. Thus, although assortative mating could potentially solidify lineage boundaries
through reinforcement (e.g., the Litoria serrata frog [155]), we think assortative mating
is unlikely to be an important force structuring this hybrid zone. However, to test this
conclusively, we would need to do mate choice experiments for the lineages meeting in
the hybrid zone.

Of all the possible forces structuring this hybrid zone, it seems most likely that there
is strong selection against hybrids. It is, of course, possible both that secondary con-
tact has been recent and that selection is strong, such that this hybrid zone is not yet at
equilibrium. In the case of non-equilibrium, using cline width to infer selection will over-
estimate selection strength. In particular, when selection is pervasive across a genome,
approach to equilibrium can be slowed down by multi-locus effects [16]. If so, we would
expect to see a limited range of cline widths as we see here (Table 1). Ultimately, to dis-
entangle how recency of contact and selection against hybrids are contributing to hybrid
zone dynamics, we need to (1) collect data on hybrid viability and fitness based on ex-
perimental crosses or field-based studies and/or (2) look at distributions of the length of
the introgressed blocks to estimate the age of the contact [282]. Upon introgressing into
the foreign population, chromosomes will be whole, but with time, recombination will
break up the introgressed chromosome into small blocks of introgression. As such, even
with strong selection, blocks should be much smaller in older contacts than in recent con-
tacts [16] and, given estimates of the population recombination rate, should enable us to
determine the age of these contacts.

Data from this hybrid zone suggests that selection against hybrids is key in main-
taining narrow clines. Very few studies have investigated contact zones between cryptic
lineages; most analyzed hybrid zones are between phenotypically-distinct lineages or
chromosomally-distinct races (Table 2). The few other studies of contact zones between
morphologically-cryptic lineages have shown a range of outcomes – from neutral diffu-
sion (Chioglossa lusitanica salamander; [319]) to narrow and stable clines (Carlia rubrigu-
laris lizard; [278] and Lacerta schreiberi lizard; [342]). Such studies are still too few to draw
broad conclusions about the nature of hybrid zones between phylogeographic isolates.
Our results are striking, both in comparison to these studies and other systems (Table 2),
in how narrow the clines are, and certainly suggest that reproductive isolation can evolve
without overt morphological differentiation. The evolution of substantial reproductive
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isolation is particularly fascinating as these lineages likely came contact during previous
interglacials, during which they could have merged [146, 112]. Yet, these lineages have
remained distinct at all assayed loci, suggesting that substantial reproductive isolation
can evolve quickly despite opportunity for cyclic introgression and without detectable
morphological or ecological divergence.

With this work, L. coggeri joins an ever-growing list of systems in which researchers
have identified evidence for deep phylogeographic structure with little or no overt mor-
phological or ecological divergence (for example, Heteronotia binoei lizard [110], Hemi-
dactylus fasciatus lizard [192], Aptostichus atomarius spider [47], Aneides flavipunctatus sala-
mander [297], Mielichhoferia elongata moss [321]). As yet, there are very few cases where
the extent of reproductive isolation has been estimated from either experimental crosses
or hybrid zone analyses. However, like the L. coggeri system, these cases often demon-
strate strong barriers to gene flow (e.g., the Litoria myola/serrata frog [155], C. rubrigularis
lizard [278], Astraptes fulgerator butterfly [141], Brachionus plicatilis rotifers [124], Draba sp.
plants [134]). This work suggests that, in contrast to the current emphasis on divergent
ecologically-based selection as a driver of speciation, divergence in less obvious niche di-
mensions (e.g., shifts in physiology or in chemiosensory cues [164, 335]), divergence due
to parallel adaptation [219, 260], or drift-driven, non-adaptive divergence [363]) might
be more important in species formation than generally recognized. Indeed, this growing
body of work suggests that phylogeographic lineages are, like species, ”merely one stage
in progressive modification”, and thus, important in their own right (Grinnell, as cited in
[345]).
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5.6 Data Accessibility
Data are available at the following locations:

1. Genotypes collected are available on DRYAD, entry doi:10.5061/dryad.4gh6hf5g

2. Base script used for hybrid zone simulations available on DRYAD, entry doi:10.
5061/dryad.4gh6hf5g

3. Assembled and annotated transcriptome is available on DRYAD, entry doi:10.
5061/dryad.4gh6hf5g

4. Scripts used is available at https://github.com/singhal/transcriptomic

5.7 Figures
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Figure 5.1: A. Range of L. coggeri with major lineages identified; localities used for marker
development (≈40 km away from the hybrid zone center) are shown by stars. B. Close-up
of contact zone, showing sampling points and present land cover.
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5.8 Tables

locus LnL pmin pmax width (w) in meters center (c) in meters
mtDNA (ND4) -4.469 0 1 300 (223-416) 1211 (1165-1266)
hybrid index -3.21 0 1 370 (310-456) 1150 (1104-1216)

ABHD5 -1.952 0.23 1 311 (3-621) 1167 (1036-1313)
AUTO -8.842 0 1 395 (234-464) 1155 (1118-1227)

Bglo -4.07 0 1 444 (334-610) 1185.5 (1114-1249)
LC17 -0.786 0.18 1 288 (14-488) 1176.5 (1091-1312)
LC5 -2.764 0 1 280 (175-436) 1156 (1104-1215)

LEMD2 -3.624 0 1 696 (519-980) 1219 (1123-1290)
NDST2 -8.799 0 1 419 (312-562) 1204 (1143-1262)
PCBD1 -7.705 0.28 1 282 (2-372) 1243 (1094-1317)
RTN3 -2.619 0 1 607 (460-826) 1222 (1144-1293)
SAR1 -3.471 0 1 411 (316-573) 1165.5 (1106-1229)

Table 5.1: Summary of estimates of cline parameters with two-unit support limits shown
in parentheses.

citation species taxa
minimum 

width (km)
maximum 

width (km)
coefficient 
of variation

number 
of loci s*

Dasmahapatra et al.,  2002
Sites et al.,  1995

Porter et al.,  1994
Szymura and Barton 1991
Alexandrino et al.,  2005

Brumfield et al.,  2001
Buno et al.,  1994

Yanchukov et al.,  2006
this study

Machalon et al.,  2007
Carling and Brumfield 2008 

Gay et al.,  2008
Mettler and Spellman 2009
Carling and Brumfield 2009

Phillips et al.,  2004
Kawakami et al.,  2008

Teeter et al.,  2008
Dufkova et al.,  2011

Anaratia fatima and amathea butterfly 26 28 0.06 4 -
Sceloperous grammicus (chromosomal races) lizard 0.87 1.29 0.26 3 0.3

Pontia daplidice and edusa butterfly 18.95 25.15 0.29 4 ~0.5
Bombina bombina and variegata toad 5 7.92 0.3 6 0.22

E. eschscholtzii xanthoptica and E. e. platensis salamander 0.5 0.9 0.43 9 0.46-0.75
Manacus candei and vitellinus bird 3.9 11 0.56 4 -

C.p. erythropus and C.p.parallelus grasshopper 33.02 55.82 0.6 3 -
Bombina bombina and variegata toad 0.86 4.25 0.66 8 -
L. coggeri (C and S lineages) lizard 0.28 0.696 0.73 11 0.11-0.65
Mus musculus and domesticus mouse 6.43 18.07 0.84 6 0.056-0.090
Passerina cyanea and amoena bird 175 523 0.87 7 -

Larus glaucescens and occidentalis bird 400 1140 0.93 7 -
 Pheucticus melanocephalus and ludovicianus bird 82 356 0.99 4 -

Passerina cyanea and amoena bird 2.8 584 1.11 10 -
Carlia rubrigularis (N and S lineages) lizard 0.45 2.24 1.15 4 0.50-0.70

Vandiemenella viatica (chromosomal races) grasshopper 0.093 0.347 1.89 12 0.197
Mus musculus and domesticus mouse 6.5 341 2.41 38 -
Mus musculus and domesticus mouse 0.23 16.76 2.95 13 0.25

 

 

Table 5.2: A summary of minimum and maximum widths for studies measuring clines.
All studies found by doing a search for (”hybrid zone” OR hybridization) AND clin*) in
Web of Knowledge on 19 April 2011. Only studies that measured clines using a sigmoidal
or stepped model and that assayed 3 or more loci were included. Coefficient of variation
is taken for the square of the widths, as s∗ ∝ w2.
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Chapter 6

Genomic analyses for non-model
organisms

6.1 Abstract
High-throughput sequencing (HTS) is revolutionizing biological research by enabling sci-
entists to quickly and cheaply query variation at a genomic scale. Despite the increasing
ease of obtaining such data, using these data effectively still poses notable challenges, es-
pecially for those working with organisms without a high-quality reference genome. For
every stage of analysis – from assembly to annotation to variant discovery – researchers
have to distinguish technical artifacts from the biological realities of their data before they
can make inference. In this work, I explore these challenges by generating a large de novo
comparative transcriptomic dataset data for a clade of lizards and constructing a pipeline
to analyze these data. Then, using a combination of novel metrics and an externally vali-
dated variant data set, I test the efficacy of my approach, identify areas of improvement,
and propose ways to minimize these errors. I find that with careful data curation, HTS
can be a powerful tool for generating genomic data for non-model organisms.

6.2 Introduction
High-throughput sequencing (HTS) is poised to revolutionize the field of evolutionary
genetics by enabling researchers to assay thousands of loci for organisms across the tree
of life. Already, HTS data sets have facilitated a wide range of studies, including iden-
tification of genes under natural selection [387], reconstructions of demographic history
[206], and broad scale inference of phylogeny [337]. Daily, sequencing technologies and
the corresponding bioinformatics tools improve, making these approaches even more ac-
cessible to a wide range of researchers. Still, acquiring HTS data for non-model organisms
is non-trivial, especially as most applications were designed and tested using data for or-
ganisms with high-quality reference genomes. Assembly, annotation, variant discovery,
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and homolog identification are challenging propositions in any genomics study [17, 254];
doing the same de novo for non-model organisms adds an additional layer of complex-
ity. Already, many studies have collected HTS data sets for organisms of evolutionary
and ecological interest [153, 175, 98] and have developed associated pipelines. Some have
published these pipelines to share with other researchers [57, 151, 75]; such programs
make HTS more accessible to a wider audience and serve as an excellent launching pad
for beginning data analysis. However, because each HTS data set likely poses its own
challenges and idiosyncrasies, researchers must evaluate the efficacy and accuracy of
any pipeline for their data sets before they are used for biological inference. Evaluat-
ing pipeline success is easier for model organisms, where reference genomes and single
nucleotide polymorphism (SNP) sets are more common; however, for most non-model
organisms, we often lack easy metrics for gauging pipeline efficacy.

In this study, I generate a large HTS data set for five individuals each from seven phy-
logeographic lineages in three species of Australian skinks (family: Scincidae; Fig. S2), for
which the closest assembled genome (Anolis carolinesis) is highly divergent (most recent
common ancestor [MRCA], 150 million years ago [Mya], [3]). These seven lineages are
closely related; they shared a MRCA about 25 Mya [331]. This clade is the focus of a set
of studies looking at introgression across lineage boundaries [327], and to set the foun-
dation for this work, I generate and analyze transcriptomic data for lineages meeting in
four of these contact zones, two of which are between sister-lineages exhibiting deep di-
vergence (Carlia rubrigularis N/S, Lampropholis coggeri C/S) and two which show shallow
divergence (Saproscincus basiliscus C/S, Lampropholis coggeri N/C) (Fig. S2). I use these
data to develop a bioinformatics pipeline to assemble and annotate contigs, and then,
to define variants within and between lineages and identify homologs between lineages.
Using both novel and existing metrics and an externally validated SNP data set, I am
able to test the effectiveness of this pipeline across all seven lineages. In doing so, I re-
fine my pipeline, identify remaining challenges, and evaluate the consequences of these
challenges for downstream inferences. My work makes suggestions to other researchers
conducting genomics research with non-model organisms, offers ideas on how to evalu-
ate the efficacy of pipelines, and discusses how the technical aspects of HTS sequencing
can affect biological inference.

6.3 Methods
All bioinformatic pipelines are available as Perl scripts on https://github.com/singhal/
transcriptomic, and they are summarized graphically in Figs. 1A and S1. I have also
shared R scripts [288] that use ggplot2 to do the statistical analyses and graphing presented
in this paper [369].

https://github.com/singhal/transcriptomic
https://github.com/singhal/transcriptomic
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6.3.1 Library Preparation and Sequencing
Even though costs of sequencing continue to drop and assembly methods improve [122,
313], whole-genome de novo sequencing remains inaccessible for researchers interested
in organisms with large genomes (i.e., over 500 Mb) and for researchers who wish to
sample variation at the population level. Thus, most de novo sequencing projects must
still use some form of complexity reduction (i.e., target-based capture or restriction-based
approaches) in order to interrogate a manageable portion of the genome. Here, I chose
to sequence the transcriptome, because it is appropriately sized to ensure high coverage
and successful de novo assembly, I will surely obtain homologous contigs across taxa, I
can capture both functional and non-coding variation, and assembly can be validated by
comparing to known protein-coding genes.

Liver and, where appropriate, testes samples were collected from adult male and fe-
male lizards during a field trip to Australia in fall 2010 (Table S1); tissues and specimens
are accessioned at the Museum of Vertebrate Zoology, UC-Berkeley. I extracted total RNA
from RNA-later preserved liver tissues using the Promega Total RNA SV Isolation kit.
After checking RNA quality and quantity with a Bioanalyzer, I used the Illumina mRNA
TruSeq kit to prepare individually barcoded cDNA libraries. Final libraries were quanti-
fied using qPCR, pooled at equimolar concentrations, and sequenced using four lanes of
100bp paired-end technology on the Illumina HiSeq2000.

6.3.2 Data Quality and Filtration
I evaluated raw data quality by using the FastQC v0.10.0 module [8] and in-house Perl
scripts that calculate sequencing error rate. Sequencing error rates for Illumina reads
have been reported to be as high as 1% [237]; such high rates can both lead to poor as-
sembly quality and false positive calls for SNPs. To compare to these reported values,
I derived an empirical estimate of sequencing error rate. To do so, I aligned a random
subsample of overlapping forward-reverse reads (N=100,000) using the local aligner blat
v34 [176], identified mismatches and gaps, and calculated error rates as the total num-
ber of errors divided by double the length of aligned regions. Data were then cleaned:
exact duplicates due to PCR amplification were removed, low-complexity reads (e.g.,
reads that consisted of homopolymer tracts or more than 20% ’N’s) were removed, reads
were trimmed for adaptor sequence and for quality using a sliding window approach
implemented in Trimmomatic v0.16 [205], reads matching contaminant sources (e.g., ribo-
somal RNA and human and bacterial sources) were removed via alignment to reference
genomes with Bowtie2 v2.0.0-beta5 using default settings [188], and overlapping paired
reads were merged using Flash v1.0.2 [212]. Following data filtration but prior to read
merging, I again estimated sequencing error rates using the method described above.
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6.3.3 de novo Assembly
Determining what kmer, or nucmer length, to use is key in de novo assembly of genomic
data [93]. In assembling data with even coverage, researchers typically use just one kmer
[93]; however, with transcriptome data, contigs have uneven coverage because of gene
expression differences [222]. Thus, some have shown the ideal strategy for transcriptomes
is to assemble data at multiple kmers and then assemble across the assemblies to reduce
redundancy [346]. To assemble across assemblies, I first identify similar contigs using
clustering algorithms (cd-hit-est v4.5.7; [201]) and local alignments (blat v34; [176]) and
then assemble similar contigs using a light-weight de novo assembler (cap3; [156]). I used
this custom multi-kmer approach along with other existing approaches, including:

• A single kmer approach implemented in the program Trinity r2012-01-25 (a de novo
RNA transcript assembler, after which I used my clustering script [132]);

• A single kmer approach implemented in ABySS v1.3.2 (a de novo genomic assembler;
[324]), Velvet v1.1 (a de novo genomic assembler; [389]), and SOAPdenovo-Trans v1.01
(a de novo RNA transcript assembler; [208]), which I implemented as a multi-kmer
approach using my custom multi-kmer script

• A multi-kmer approach implemented in the program OASES v0.2 [316]

I explore a wide-range of assembly methods because generating a high-quality and com-
plete assembly is key for almost all downstream applications. Particularly with genome
assembly, which is both an art and a science, researchers should try multiple approaches
and evaluate their efficacy before further analyses [93]. However, without a reference
genome, evaluating the quality of a de novo assembly is challenging. Here, I implement
novel metrics for evaluating de novo transcriptome assemblies. In addition to existing
metrics in the literature (N50, mean contig length, total assembly length) [222], I deter-
mined which proportion of reads were used in the assembly, measured putative levels of
chimerism in transcripts due to misassemblies, determined the proportion of assembled
transcripts that could be annotated and the accuracy of these transcripts (as determined
by the number of nonsense mutations, or premature stop codons), and calculated the
completeness and contiguity of the assembly [222].

Here, I assembled across all individuals in a lineage rather than assembling each in-
dividual separately. Although this introduced additional polymorphism into the data
which can reduce assembly efficiency [362], previous work suggests the additional data
lead to more complete assemblies (Singhal, unpublished).

6.3.4 Annotation
Following evaluation of my final assemblies, I chose the best assembly (here, Trinity-
generated assemblies) for annotation to protein databases. Determining the most appro-
priate database for annotation is important, so I tested multiple options, including using
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a single-species database, whether from a distantly-related but well-annotated genome or
closely-related but poorly-annotated genome, using a multi-species database, or using a
curated protein set, such as UniRef90 [347]. For one randomly selected lineage, I tested the
efficiency and accuracy of five different reference databases:

• the non-redundant Ensembl protein database [107] for the lizard Anolis carolinensis;
with a most-recent common ancestor to my lineages of about ≈150 mya, it is the
closest available genome [3],

• the non-redundant Ensembl protein data set for Gallus gallus, whose genome is higher
quality than the Anolis genome but is more distantly related (≈250 mya),

• a non-redundant, curated data set (UniRef90) of proteins from a wide range of or-
ganisms, whose genes have been clustered at 90% similarity,

• a highly-redundant Ensembl protein data set for eight vertebrates sequenced to high
quality (human, dog, rat, mouse, platypus, opossum, dog, chicken),

• a highly-redundant Ensembl protein data set for the 54 vertebrates whose genomes
have been annotated.

I evaluated the number of matching contigs, and for the non-redundant data sets, the
number of uniquely matching contigs. Distinguishing between contigs that match and
contigs that match uniquely is important, as despite my clustering during assembly, many
contigs in the assembly appear redundant. These highly similar contigs likely result from
misassemblies, allelic variants, alternative splicing isoforms, or recently duplicated par-
alogs. Parsing these categories is challenging without a reference genome and when ex-
pected coverage across contigs is uneven. Especially for projects interested in functional
genomics, annotation of redundant contigs remains an important and unresolved issue.
Here, I try to mitigate these errors by using reciprocal BLAST best matching to annotate
contigs and selecting the best match. In doing so, I likely failed to annotate recently evol-
ved paralogs, but I should not have multiple copies of the same gene in my downstream
analyses.

Once I determined the best database both with respect to efficacy and efficiency, I used
a custom script to annotate the contigs using a reciprocal best-match strategy via BLASTx
v2.2.24 and tBLASTx with an e-value cutoff of 1e-20 [5] and defined the untranslated re-
gions and coding sequence of the transcript using Exonerate v2.1 [332]. Further, initial tests
of the annotation pipeline uncovered two challenges: first, many contigs were chimeric
and consisted of multiple, combined transcripts, and second, many of the predicted open
reading frames (ORFs) had nonsense mutations, largely due to frameshift mutations. To
correct for chimeric contigs, I identified contigs that had two or more non-overlapping
and high-quality matches to different genes using BLASTx and split these contigs accord-
ingly. Further, I used the program FrameDP v1.2 to identify and correct for frameshift
mutations [131].
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Finally, I searched unannotated contigs against the NCBI ’nr’ database using BLASTn to
determine these contigs’ identity. As described in the Results, these unannotated contigs
largely went unidentified. Thus, although some of these unannotated transcripts have
viable open reading frames and/or had homologs in other lineages, and therefore, might
be genes, I will be conservative and only use annotated transcripts in all downstream
analyses.

Finally, to describe the putative biological functions of my annotated contigs, I deter-
mined gene ontology using Blast2Go [64].

6.3.5 Alignment
The first step in identifying variants or estimating gene expression levels is to align the
sequencing reads to one’s reference genome. Here, I use my annotated transcripts as a
pseudo-reference genome [370], thus aligning the reads used to generate the assembly to
the assembly itself. Here, I tested seven different aligners (bowtie v0.12.7, bowtie2 v2.0.0-
beta5, bwa v0.6.1, novoalign v2.07.07, smalt v0.5.8, SOAPaligner v2.21, stampy v1.0.14; [189,
188, 197, 207, 200]) to determine their efficacy and accuracy. These programs run the
gamut of being fast but less sensitive to being slower and more sensitive. Here, sensitiv-
ity is defined as the aligner’s ability to align reads with multiple mismatches. Previous
results have shown [196] that alignment error is a common cause of miscalled SNPs, par-
ticularly alignment errors around indel sites. To evaluate these programs, I inferred geno-
types from the alignments with SAMtools v0.1.18 [198]. I then compared these genotypes
to a small data set of known genotypes from one of the contact zones, C. rubrigularis N/S.
In another study, I had Sanger sequenced 200-400 bp of sequence from 10 to 15 genes
for the same individuals sequenced here (Singhal, unpublished). Importantly, all these
genes were represented at high coverage (≥20×) in this data set; thus, coverage is suffi-
ciently great to ensure accurate genotype calling [255]. I used these validated genotypes
to determine the number of false positives (or variation called at a non-polymorphic site)
and negatives (or variation not called at a polymorphic site) in my inferred genotypes.
Further, I evaluated these programs based on the proportion of reads and read pairs they
aligned and the concordance of SNP calls across data sets.

6.3.6 Variant discovery
Two major types of variant discovery are SNP identification and genotype calling. Many
researchers are interested only in identifying SNPs, or determining which nucleotide po-
sitions are variable in a sample of individuals. SNP-containing regions are then rese-
quenced or genotyped for further analysis [370]. Increasingly, researchers are both iden-
tifying variable sites, and then, summarizing variation at these sites using the site fre-
quency spectrum (SFS) or calling genotype likelihoods for each individual for subsequent
population genomics analyses. SNP identification has become an easier exercise as se-
quencing costs dropped and coverage has increased. However, genotype calling remains
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a challenging proposition, particularly in diploid and polyploid individuals, as distin-
guishing heterozygosity, homozygosity, and sequencing errors at variable sites is difficult
unless there is high coverage (≥20×, [255]). Thus, I focus on genotype calling and its use
in characterizing variation for population genomics analyses. Importantly, I assume in
my approach and discussion that both alleles are expressed in each individual. Although
there are some data to suggest that expression can be allele-biased, properly controlling
and testing for this issue requires having previously identified variants or genomic data
[330].

My results indicated that Bowtie2 was the most effective and efficient aligner (see Re-
sults); thus, I used it for all downstream analyses. When identifying variants from align-
ment data, there are several approaches:

1. brute strength methods, in which the read counts for given alleles at a site are cal-
culated, and variants are determined by an arbitrary cut-off [383]

2. maximum likelihood (VarScan v2.2) and Bayesian methods (SAMtools v0.1.18) [181,
198], in which algorithms consider strand bias, alignment quality, base quality, and
depth to call genotype likelihoods for individuals. These methods have been devel-
oped further to account for Hardy-Weinberg disequilibrium and linkage disequilib-
rium in calling and filtering variants [198, 77], to use machine learning with a set of
validated SNPs to improve algorithms [77], and to re-align reads near indel areas to
ensure inaccurate alignments do not lead to false SNPs.

3. Bayesian methods (ANGSD v0.3) which infer the site frequency spectrum for all the
variants in the data set, which is, in turn, used as a prior to estimate genotype like-
lihoods for individuals [255]. This method is particularly useful for data sets with
large population samples.

Here, I test these three general types of SNP and genotype discovery, using read count-
ing, VarScan, SAMtools, and ANGSD in two sister lineage-pairs for which I have validated
genotypes (C. rubrigularis N/S and L. coggeri N/C). I both looked at concordance of SNP
and genotype calls across methods and calculated the number of false positives and neg-
atives.

6.3.7 Homolog discovery
Homologs between lineages must be identified for any comparative genomics analyses.
In this study, my lineages are all closely-related, so homology identification is less chal-
lenging than in many other comparative studies. However, ensuring I am identifying
orthologs across lineages and not paralogs is challenging, particularly as my annotation
pipeline could not conclusively distinguish orthologs and paralogs in the absence of a ref-
erence genome. With that caveat, I test three different methods for identifying homology:
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1. defining homologs by their annotation; i.e., contigs that share the same annotation
are assumed to be homologs,

2. defining homologs by reciprocal best-hit BLAST, as is most commonly done in other
studies [242],

3. the SNP method, or defining homologs by mapping reads from one lineage to the
other lineages’ assembly, identifying variants, and thus determining homologous
sequence.

I evaluated these methods by the number of homologs found, the percent of aligned
sequence between homologs, and the raw number of differences between homologous
sequence. I looked at homology discovery both between sister lineages and non-sister
lineages, as I expect discovery across non-sister lineages will be harder.

6.3.8 Biological inference
Finally, I determined how robust biological inference is to the analysis method used. First,
to determine how genotype calling affects downstream inference, I inferred the site fre-
quency spectrum and associated summary statistics (Tajima’s D, θ, π) for one lineage
across different genotype calling methods and different coverage levels using dadi 1.6.2
[135]. Second, to determine how homology identification affects downstream inference;
I determined dN/dS ratios using PAML 4.4 [385] and raw sequence divergence for each
gene across different methods of homology.

6.4 Results

6.4.1 Data Quality and Filtration
Library preparation and sequencing were successful for all individuals. On average, I
generated 3.5 ± 0.5 Gb per individual. Duplication rates, low-complexity sequences, and
contamination levels were low (Table S2). However, aggressive filtering and merging
significantly reduced the raw data set; I lost 27.1 ± 3.8% of raw base pairs per individual.
As seen in Figure S3, this strategy significantly improved the per-base quality of my data.
Indeed, I was able to reduce sequencing error rates in my final data set five-fold (initial
error rates: 0.3 ± 0.1%, final error rates: 0.06 ± 0.01%). These error rates are likely over-
estimates, because I used the lower-quality portion of the read (the tail end) to identify
sequencing errors. Despite this reduction in error rates, profiling of mismatches across
the reads showed that both the head and tail of the read still harbor a higher number of
mismatches compared to the rest of the read. This pattern persisted even when the first
and last five base pairs of each read were trimmed prior to alignment (Fig. S4). Possibly,
as others have found residual adaptor sequence in their data sets despite using rigorous
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adaptor trimming (Bi, unpublished), these heightened error rates could be due to adaptor
sequences leading to misalignments and spurious SNPs.

6.4.2 de novo Assembly
To assemble my data, I tested five different programs, which employed different strate-
gies (e.g., single k-mer, built-in multi-kmer approach, my custom multi-kmer approach).
I evaluated the assemblies on many metrics; here, I show data for four of these metrics.
With respect to the percentage of paired reads that aligned to the assembly, SOAPdenovo
and Trinity performed far better than the rest of the assemblers (Fig. 2A), suggesting their
assemblies were more contiguous. The same two assemblers and Velvet also recovered the
greatest number of annotated transcripts, measured here by the number of core eukary-
otic genes found in these assemblies (CEGMA; [269]; Fig. 2B). OASES and Trinity appeared
to be the most accurate, as they contained the fewest number of nonsense mutations in
annotated ORFs (Fig. 2C). Finally, OASES, Trinity and SOAPdenovo assemblies had the
fewest number of putative chimeric transcripts (Fig. 2D). Looking across all these met-
rics, Trinity emerges as the best assembler. Further, Trinity did a good job assembling most
of the data; on average, just 8.1 ± 4.3% of contigs from other assemblies were unique to
that assembly compared to Trinity. As such, I used Trinity assemblies for all downstream
analyses. As seen in Table 1, the basic metrics of these assemblies (e.g., number of contigs,
total length of assembly, and N50) were fairly constant across all lineages. Unlike other
studies [63], I find no correlation between contig length and coverage, suggesting my as-
sembly is not data-limited (Fig. S5). I do find a weak but significant negative correlation
between polymorphism levels and contig length (r2 = −0.169, p − value < 0.05; Fig.
S6), suggesting that, for more variable contigs, combining across individuals negatively
impacts assembly contiguity.

6.4.3 Annotation
After assembling the data, I annotated the assemblies in order to identify uniquely anno-
tated contigs for downstream analyses and to refine the assemblies further. First, because
my focal lineages are evolutionarily distant from the nearest genome (MRCA ≈150 mya
to Anolis carolinensis), I wanted to test the efficacy of different databases to annotate my
contigs. While more complete databases did lead more annotated contigs (Table S3), the
increase was marginal. Further, larger databases consume significantly more comput-
ing time; here, annotating to the UniProt90 database took nearly 100 times the processor
hours as annotating to A. carolinensis. Thus, I used the A. carolinensis database for all fur-
ther annotations. Importantly, I could annotate these genomes to more distant relatives
(G. gallus and T. guttata; MRCA ≈300 mya), without seeing a significant decrease in an-
notation success (Table S3). This result suggests such an annotation approach could work
for organisms in even more genomically depauperate clades.
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While annotating contigs, I identified a low percentage of chimeric contigs (≈4%),
which I resolved by splitting these contigs into individual genes (Table S4). Inspect-
ing alignments of sequencing reads to these chimeric contigs suggested that these con-
tigs form during assembly and not due to technical errors during library preparation, as
chimeric junctions generally had significantly reduced coverage. Further, a small portion
of the predicted open reading frames (ORFs) of annotated contigs (≈3%) had premature
stop codons. Although it is possible that these ORFs are pseudogenes [172], it seems
more likely that they are due to assembly errors, as these contigs were generally highly
expressed. Using FrameDP, I was able to identify and fix many of these likely frameshift
errors (Table S4).

Through this pipeline, I annotated an average of 23360 contigs per lineage, of which,
which matched to an average of 11366 unique genes in the A. carolinensis genome (Table
1). I also recovered the full coding sequence for many genes; 67% of unique annotated
contigs encompassed the entire coding sequence for a gene, including portions of the 5’
and 3’ UTRs. These numbers appear reasonable – the annotation for the A. carolinensis
genome currently includes 19K proteins, and liver tissue does not express all genes at a
sufficiently high level to be represented here [291]. These genes contribute to a diversity of
biological processes and serve a wide range of molecular functions, suggesting I assayed
a varied portion of the transcriptome (Fig. S7).

Further, my pipeline appears to be robust; almost all unannotated contigs failed to
find a good match in the NCBI ’nr’ database (Fig. S8). Approximately 9% of unannotated
contigs matched to genes; however, further analysis of these matches showed that almost
all of them matched with such low-quality to prevent annotation.

Additionally, by annotating contigs rigorously to limit the number of putative dupli-
cate contigs, I significantly reduced the redundancy of my data set. When I aligned se-
quencing reads to my initial, unannotated assembly, I found that ≈10% of mapped reads
aligned to multiple places in the assembly. Some of these multiple alignments might be
because of biological redundancy – perhaps these reads are aligning across recently du-
plicated genes or across common motifs in genes – but it is likely a good portion of them
are aligning multiply because the initial assembly had many redundant contigs (≈50% of
annotated contigs were not unique). After annotating the genome and removing redun-
dant contigs, I reduced the percentage of mapped reads aligning non-uniquely to ≈2%.
However, removing redundant contigs also lead to an average 8% decline in overall map-
ping efficiency. Thus, it seems likely these redundant contigs are ”biologically real”, but
we do not yet have the tools to parse such contigs properly [361].

6.4.4 Alignment
Identifying variants and quantifying gene expression first require that sequencing reads
are aligned to the reference genome. Here, I tested the efficacy of seven different align-
ment programs, which employ different algorithms over a range of sensitivity and speed.
I evaluated these programs in three ways. First, I used my externally validated set of
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genotypes to see how many genotypes were inferred correctly. Almost all of the aligners
performed well and led to the correct genotype at ≥90% of the sites. Although the false
negative rate was moderately high (≈5% for most aligners), the false positive rate was
low (Table 2). Bowtie2 clearly outperformed the rest of the aligners and was thus used for
all downstream analyses. Second, I evaluated how many read pairs and reads the pro-
grams could align. Although Novoalign, smalt and stampy are generally considered to be
more sensitive aligners, I found little variation in the percentage of reads aligned across
programs (Fig. 3). Bowtie2 and stampy were able to align the most paired reads, which is
useful as aligning paired reads reduces the likelihood of errant matches and non-unique
matches [20]. Finally, I looked at overlap in SNPs inferred across programs. Problemati-
cally, although all programs were fed the same reference genome and sequencing reads,
I saw only moderate overlap – on average, only 77±9% of SNPs were shared. Checking
the raw alignments suggested these discrepancies often arose from differences in align-
ment rather than differences in SNP inference post-alignment. These results suggest that
alignment is likely a major source of error in de novo HTS analyses, as has been suggested
by other studies [196, 202, 179]. Further, although the common set of SNPs found across
these programs is likely to be high-quality, considering only these SNPs is likely to lead to
many false negatives. That said, when the same SNPs were called across programs, geno-
type inference was highly concordant; 94±2% of genotype calls were the same across
alignment methods, and inferred allele frequency at these SNPs was highly correlated
(r=0.94±0.01).

6.4.5 Variant Discovery
After alignment, programs for variant inference are used to call SNPs and genotypes.
In the previous tests, I used the variant discovery program SAMtools for all analyses;
here, I test a few approaches: a brute strength approach, in which I call SNPs and geno-
types based solely on count data, two probabilistic methods (SAMtools and VarScan), and
a probabilistic method that uses the allele frequency spectrum (ANGSD). I first assessed
accuracy of genotype calls by using my externally validated genotype set. In general, I
found that all methods performed fairly well – particularly, when a SNP was identified,
all programs inferred the correct genotype with high accuracy (≥98%; Table 3). However,
the count method of identifying variation led to many false positives, an unsurprising re-
sult given its failure to account for sequence error or alignment score. ANGSD had a high
false negative rate, the reason for which is unclear, though is possibly due to the small
sample sizes used here. But, as shown by other work, ANGSD is best suited for correctly
inferring the shape of the site frequency spectrum [255]. Comparing across all SNPs found
across all programs, I found that concordance across all SNPs was moderate, similar to
my comparative alignment results. On average, only 83% of SNP calls are shared across
programs; this lack of concordance was largely driven by SNPs inferred from count data.
More promisingly, when a site is inferred as a SNP, 98% of the genotype calls are shared
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across programs. Overall, these results suggested SAMtools performed the best, so I used
it for all downstream analyses.

Upon defining SNPs and then genotypes for each individual, I explored how differ-
ent variant discovery methods affect biological inference by constructing the SFS. Despite
the only moderate levels of concordance in SNP calls, I find that the SFS is nearly iden-
tical across all the different approaches but VarScan (Fig. 4). Importantly, this result only
holds true when I restrict analysis to higher-coverage contigs (≥10×); low-coverage con-
tigs show aberrant patterns. Although the SFS is similar across all approaches, estimates
of key population genetic summary statistics (i.e., θw, π) vary depending on the approach
– an unsurprising result given that the total number of SNPs inferred differs across ap-
proaches. Thus, prior to using these data for population genetic analyses, ascertainment
bias must be factored into any downstream inference [251]. Finally, to look at these SNPs
in greater detail, I annotated the SNPs I found in two sister-lineages, with respect to how
they are segregating, their location relative to the gene, and their coding type (Fig. S10).
Not only are the patterns of polymorphism and non-synonymous/synonymous muta-
tions reasonable [33], but there are many types of variants (i.e., coding vs. non-coding,
non-synonymous vs. synonymous, fixed vs. polymorphic), which will allow the data to
be used to identify adaptive signatures of molecular evolution, infer demographic history,
and develop markers.

6.4.6 Homolog discovery
To identify homologs between lineages, I tested three different methods and then evalu-
ated their effectiveness. All three methods performed well, identifying more than 8000
homologous pairs between lineages within-genera and between-genera for a significant
portion of the contig length (Fig. 5). However, with the SNP method for homology,
alignment efficiency dropped off significantly in between-genera comparisons, leading
to identified homologs being shorter. I chose to use reciprocal BLAST matching to iden-
tify homologs for all downstream analyses as it was able to identify more homologs than
the two other methods and it worked well across evolutionary distances (Fig. 5). This
approach identified 8800 homologous contigs across all seven lineages for use in compar-
ative analyses.

Estimation of the summary statistics (sequence divergence and dN/dS ratios between
homologs from lineage-pairs) is affected by how homologs are defined (Fig. S11). Defin-
ing homologs via annotation or via reciprocal BLAST matching gives very similar results
for both sequence divergence and dN/dS. However, using SNPs to reconstruct the ho-
molog results in a fuzzier pattern. When I restrict the analysis to homologs with higher
coverage (>10×) for which there is greater confidence in SNP inference (see Results: Vari-
ant Discovery), all three methods are highly correlated. Thus, this method for homolog
identification should account for differences in coverage, where appropriate.
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6.5 Discussion
In creating and implementing a pipeline for high-throughput sequence data, I noted sev-
eral possible sources of error (Fig. 1B):

1. Errors introduced during library preparation, which can include human contamina-
tion, errors introduced during PCR amplification of the library, and contamination
between samples

2. Errors introduced during sequencing, the frequency and type of which are depen-
dent on the chemistry of sequencing platform, and subsequent de-multiplexing

3. Errors introduced during assembly [17], such as misassembly of reads to create
chimeric contigs

4. Errors due to misalignment of reads to assembly during variant discovery, particu-
larly caused by indels in alignments and reads that map to multiple locations

5. Errors in SNP and genotype calling, such as not sampling both alleles and thus
mistakenly calling a homozygote

To this, I add two additional sources of uncertainty that every study in evolutionary ge-
nomics faces – have contigs been annotated correctly and have orthologs between com-
pared genomes been identified correctly [59]? Errors can arise at any stage in the process;
such errors percolate through subsequent steps, likely affecting all downstream inference
[361, 202, 179]. Whether using their own pipeline or a pre-existing pipeline, researchers
will want to incorporate some of the checks suggested here to ensure that the pipeline
is working well for their data and that incidence of errors is low. Moving forward, the
questions become how to limit these errors and how to mitigate their effects.

All these sources of error are non-trivial, but with careful data checking and willing-
ness to discard low-quality data, it is possible to mitigate the effects of these errors. First,
as has now become standard, scrubbing reads for low-quality bases and adaptors is a
must – as shown here, read cleaning can reduce error rates noticeably. When possible,
merging reads from paired-end reads can further decrease error rates and will lead to
more accurate estimates of coverage for expression studies [212]. Second, having a high-
quality assembly is crucial both for accurate annotation and variant discovery. Inferring
the quality of de novo assemblies is challenging, as there are no clear metrics or compar-
isons to use [222]. However, I propose a few metrics, which can be used with transcrip-
tome data – primarily, looking for assemblies that minimize chimerism and non-sense
mutations, that are contiguous, and that capture a significant portion of known key genes.
Undoubtably, errors remain in the final assemblies, but these metrics helped me select the
most accurate assembly for downstream analyses. Additionally, contig redundancy in
final assemblies remains a pressing challenge. By using a strict reciprocal-BLAST annota-
tion strategy, I removed many of these apparently redundant contigs. However, this ap-
proach certainly removed some biologically real contigs that were recent duplicates and
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alternative splicing isoforms of interest to those interested in expression differences be-
tween biological groups [361]. Researchers should continue to explore better methods to
identify orthologs and paralogs. Until better methods are developed, using strict criteria
for identifying non-redundant gene sets is a must, as most biological inference programs
assume that each contig offered for analysis is a unique evolutionary unit.

Alignment and variant discovery remain notable challenges. In part, a poor-quality
assembly genome truly can affect variant discovery – alignments across misassemblies
can led to errant SNP calls, particularly when misassemblies introduce indels [196]. Fur-
ther, unless some sort of redundancy reduction is used, many contigs will be nearly iden-
tical in an assembly, leading to a high rate of non-unique alignments and miscalled SNPs.
I was able to remove most redundant contigs, and thus, I reduced the proportion of non-
unique alignments. I still see evidence for errors in alignment as (1) discrepancies be-
tween our externally-validated SNP set and genotype calls from these alignments and (2)
the only moderate level of congruence between different approaches fueled by the same
data. The same patterns hold for SNP inference after alignment. Some of these errors are
likely driven by the quality of the assembly – by removing alternative splicing isoforms
and recently duplicated genes, some of the reads likely misaligned to retained contigs
although they were derived from another, rejected contig. However, many of these errors
disappear at higher coverage, thus, given these data, the best approach is to rely on con-
tigs with higher coverage – 10 to 20×, at least – and to account for this ascertainment bias
in any biological inference. Importantly, however, by relying on high-coverage contigs in
transcriptome analyses one is biased to more slowly-evolving genes, as there is a strong
negative correlation between expression levels and rate of molecular evolution [89].

Further, to ensure the vagaries of variant discovery do not unduly influence our bi-
ological inference, we should use the genotype likelihoods and not genotype calls for
downstream work. Ideally, researchers would conduct subsequent inference that use the
SFS or genotype likelihoods as input, such as BAMOVA [125] or dadi [135], thus ensuring
uncertainty in SNP and genotype calling is incorporated into model fitting. However,
many analyses, particularly those used by most biodiversity researchers (i.e., coalescent-
based demography and phylogeny programs), require known genotypes or haplotypes.
Until uncertainty is incorporated into such programs, researchers will have to arbitrarily
chose cutoffs to determine most likely genotypes. In such cases, researchers might want
to restrict their analyses to regions with high coverage, where calls are likely more certain
[255].

Moving forward, how can we reduce the sources of errors stemming from alignment
errors and genotype inference? Improved assemblies, facilitated by new long-read se-
quencing technologies, will certainly help. As researchers collect externally validated
SNP data sets, they can use programs like GATK to recalibrate variant calling and to re-
align around indels [77]. Researchers will also increasingly sequence more individuals
in a population, which will better take advantage of multi-sample methods like SAMtools
and ANGSD [198, 255]. Finally, programs like Cortex, which assemble across individuals to
provide both a reference assembly and individual assemblies, are promising [161]. Simu-
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lations suggest that this method can also better handle data with indel polymorphism.
Finally, homolog discovery is a challenge in any genome project [59], and this project

was no exception. All three methods I tested for homolog discovery worked well, but I
recommend only using a SNP-based approach between lineages that are closely-related
and for contigs with high coverage. Moving forward, as we acquire more comparative
genomic data across the tree of life, homolog discovery should become an easier problem,
as fueled by comparative clustering programs like OrthoMCL [60].

Given this, other researchers should carefully consider the benefits and challenges of
working with transcriptomic data before embarking on a similar studies. For researchers
interested in obtaining variation data for non-model organisms and who do not require
expression data, they might consider using restriction-based methods like RADtags or
reduced-representation libraries [153] or collecting target-based capture data [39]. These
methods are cheaper than transcriptome methods, and they do not require that genetic
samples have been preserved to maintain RNA quality. However, finding homologous
contigs across phylogenetic depths can be challenging, and such contigs typically can-
not be annotated. Target-based capture methods can be used with low-quality DNA and
have the same benefits of transcriptome data (i.e., homologous contigs can be identified
across phylogenetic depths and contigs can be annotated) without its disadvantages (i.e.,
coverage is expected to even across contigs and redundancy in assemblies can be more
easily handled) [39]. However, exome-capture is more expensive than restriction-based
methods and designing probes requires previously acquired genomic data. Thus, deter-
mining which approach is ideal for a given study depends on the number and quality of
samples to be assayed, the amount of money available, and the phylogenetic span of the
samples.

Despite the challenges of HTS data and transcriptome data, through this work I col-
lated a large data set of over 12K annotated contigs, spanning a wide-range of biological
functions, and over 100K SNPs between lineage-pairs, spanning a wide-range of loca-
tions and coding types. Notably, I was able to do all of these analyses using existing,
open-source software and, but for assembly, by using a low-end desktop machine. Ge-
nomic analyses are not just for those working with humans or mice anymore. With careful
and thoughtful data curation, HTS can enable researchers to use genomic approaches to
explore all the branches in the tree of life.
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6.8 Figures
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Figure 6.1: A. Pipeline for handling transcriptome data for de novo population genomic
analyses, as presented in this study. B. Errors introduced at each stage in the pipeline.



CHAPTER 6. GENOMIC ANALYSES FOR NON-MODEL ORGANISMS 106

assembly

%
 o

f a
lig

ne
d 

pa
ire

d 
re

ad
s

0.1

0.2

0.3

0.4

0.5

0.6

0.7

abyss

velvet

oases

soap

trinity

assembly

ce
gm

a

390

400

410

420

430

440

450

abyss

velvet

oases

soap

trinity

assembly

no
ns

en
se

 m
ut

at
io

ns

0.04

0.06

0.08

0.10

0.12

abyss

velvet

oases

soap

trinity

assembly

pu
ta

tiv
e 

ch
im

er
as

0.05

0.10

0.15

abyss

velvet

oases

soap

trinity

A. B.

C. D.

Figure 6.2: Evaluation of assemblies across the seven sequenced lineages according to A.
percentage of paired reads that aligned to reference, B. number of CEGMA genes that
are found in assembly, C. percentage of annotated coding sequences that had nonsense
mutations, and D. percentage of contigs that were putative chimeras.
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6.9 Tables

assembly number
contigs

total
length n50 annotated

contigs

annotated
contigs

(unique)

complete
annotated

contigs
C. rubrigularis,

N 104648 89.1e6 1806 25198 12063 8179

C. rubrigularis, S 98280 84.3e6 1780 24323 11558 7697
L. coggeri, N 96798 87.5e6 1972 22760 11457 7344
L. coggeri, C 106937 92.7e6 1845 23852 10894 7796
L. coggeri, S 112935 89.6e6 1549 23774 11029 7258

S. basiliscus, C 84756 77.7e6 1951 21584 11221 7586
S. basiliscus, S 98685 83.5e6 1749 22031 11340 7696

Table 6.1: Summary of assemblies and their annotation. Complete annotated contigs are
those with some 5’ and 3’ UTR sequence, as well as the full coding sequence.

genotype bowtie bowtie2 bwa novoalign smalt SOAPaligner stampy

right genotype 379
(89.8%)

419
(99.2%)

381
(90.3%)

383
(90.8%)

393
(93.1%)

207
(49.0%)

391
(92.7%)

wrong
genotype

29
(6.9%)

3
(0.7%)

7
(1.7%)

9
(2.1%)

6
(1.4%)

52
(12.3%) 8 (1.9%)

false negative 12
(2.8%) 0 (0%) 34

(8.1%)
30

(7.1%)
23

(5.5%)
163

(38.6%)
23

(5.5%)
false positive 3 1 1 1 1 1 5

Table 6.2: Accuracy of genotype inference following the use of different programs for
alignment; all genotypes were inferred using samtools post-alignment. Parenthetical per-
centages show the relative proportions of genotype types.

Genotype ANGSD count data SAMtools VarScan
right genotype 520 (68.4%) 745 (98.0%) 750 (98.7%) 745 (98.0%)

wrong
genotype 3 (0.3%) 15 (2.0%) 10 (1.3%) 15 (2.0%)

false negative 230 (30.2%) 0 (0%) 0 (0%) 0 (0%)
false positive 6 134 1 12

Table 6.3: Accuracy of genotype inference across different programs for genotype infer-
ence; for all, Bowtie2 was used for alignment. Parenthetical percentages show the relative
proportions of genotype types.
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Appendix A

Supplementary Information for Chapter
2

A.1 Phylogeny
To infer the phylogeny shown in Figure 1 (main text), we concatenated and aligned se-
quences from previously published loci for the lineages in this group – the mitochondrial
locus ND4 and the nuclear loci β-globin intron and C-mos exon [35, 245, 328, 85] using
MUSCLE [95]. We used RAxML to infer a maximum-likelihood tree for the concatenated
alignment [340]. The approximate root age for the tree was estimated based on data from
[331].
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A.2 Supplementary Figures

Figure A.1: On left, transect for each contact zone, showing mitochondrial composition
of unique localities with localities scaled according to sample size; on right, map of the
Australian Wet Tropics showing the range of the phylogeographic lineages. From top to
bottom, Lampropholis coggeri N/C, Saproscincus basiliscus N/C, Carlia rubrigularis N/S, L.
coggeri C/S, and S. lewisi/S. basiliscus N.
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Figure A.2: Morpological data summarized across sexes and across phylogeographic lin-
eages within the four morphologically defined species in this study: A. Carlia rubrigularis
(N♀ = 223, N♂ = 156), B. Lampropholis coggeri (N♀ = 174, N♂ = 143), and C. Saproscin-
cus basiliscus and S. lewisi (N♀ = 119, N♂ = 119). For each species, we present the first
two axes of variation, as summarized by a principal components analysis. Significant
differences are labeled in red.
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Figure A.3: Two-dimensional site-frequency spectra (2D-SFS), as inferred by ANGSD, for
A. Lampropholis coggeri N/C, B. Saproscincus basiliscus N/C, C. Carlia rubrigularis N/S,
and D. L. coggeri C/S. For each lineage-pair, we used a total of ten individuals, or twenty
chromosomes, evenly split between the two lineages. Details on single nucleotide poly-
morphisms used to construct the 2D-SFS can be found in Table S2.
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Figure A.4: Comparative results showing the correlation between nuclear divergence
and different indices of reproductive isolation: average nuclear cline width, mitochon-
drial cline width, coefficient of variance in nuclear cline width, Hardy-Weinberg disequi-
librium (FIS), linkage disequilibrium (Rij), and percent of hybrids in the contact zone.
Graphs are labeled with correlation coefficients.
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Figure A.5: Model fitting for three indices of reproductive isolation. On the left, we fit lin-
ear (solid) and quadratic models (dotted) to the increase of reproductive isolation through
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els (dotted) to the log-linear increase of reproductive isolation through time [130]. Note
that only one solid line is visible; model-fitting under the linear and snowball models
gave the same result. Relative weights for the different models (as calculated via AIC
scores) are shown for each model for each index. Colors follow Figure 2.
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A.3 Supplementary Tables

contact zone number of
samples

number of
transect

populations

transect
length

L. coggeri N/C 202 11 16 km
S. basiliscus N/C 209 10 12 km

C. rubrigularis N/S 308 10 7 km
L. coggeri C/S 406 17 2 km

S. basiliscus N & S.
lewisi 55 NA 15 km

Table A.1: Sampling details for each contact zone. Transect populations are those used in
estimation of clines.
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Table A.2: The loci used in this study and their associated details.
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contact zone total number
of SNPs fixed SNPs polymorphic

SNPs shared SNPs

L. coggeri N/C 19884 3510 (17.7%) 16220
(81.6%) 154 (0.8%)

S. basiliscus N/C 29664 4712 (15.9%) 24798
(83.6%) 206 (0.7%)

C. rubrigularis N/S 32264 6365 (19.7%) 25693
(79.6%) 369 (1.1%)

L. coggeri C/S 41618 9260 (22.2%) 31989
(76.9%) 330 (0.8%)

Table A.3: Details on the number of single nucleotide polymorphisms (SNPs), and their
proportions, used in the two-dimensional site frequency spectrum (2D-SFS) for the con-
tact zones analyzed with genomic data.

contact zone nuc.
div.

mt.
div.

theta
(θ) div. time M12 M21 N1 N2 NA

L. coggeri N/C 0.0046 0.028 3090 3.1 my 0.0268 0.0117 408881 574006 1352453
S. basiliscus N/C 0.0049 0.056 3644 3.4 my 0.0123 0.0112 239822 919316 1352327

C. rubrigularis N/S 0.0058 0.141 3775 4.5 my 0.0112 0.0359 464585 1200178 1362782
L. coggeri C/S 0.0075 0.132 4608 5.8 my 0.0097 0.0204 628695 1176557 2227376

S. lewisi/S.
basiliscus N 0.0100 0.185 NA 11.4 my 0.0186 0.0040 278501 740017 NA

Table A.4: Parameter estimates for the isolation-with-migration model, as fit to the
lineage-pairs. Populations labelled ’1’ are the northern lineage in each contact; popu-
lations labelled ’2’ the southern lineage.
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Appendix B

Supplementary Information for Chapter
3

B.1 Simulations of Anonymous Pooling
To determine the pooling strategy – both with respect to number of individuals to include
per pool and desired coverage – we conducted simple simulations in R [288]. These sim-
ulations were designed to determine how sampling drift affected our inference of allele
frequency, considering both the bias we would see when sampling just a portion of the
population and when we would sequence anonymous pools of that portion. Here, for
”known” allele frequencies (0.01, 0.1, 0.25, 0.5), we used the binomial sampling distribu-
tion to simulate the effects of this sampling drift. Importantly, we assumed that the DNA
had been pooled in exactly equimolar amounts, such that each chromosome in the pop-
ulation was equally likely to be sampled. As summarized in Fig. S11, we had two major
findings:

1. increasing the number of individuals pooled had a much bigger effect on reducing
error than increasing coverage

2. increasing coverage beyond 50× had negligible effects on the error in inferring allele
frequency.

B.2 Evaluating Success of Exome Capture
Applications of exome capture to non-model organisms are still in their infancy [39, 194],
and thus, it was crucial to evaluate the efficacy of our exome capture method to validate
our results. To do so, we used several metrics and statistics, which we outline below.

1. Sequencing: The first step in a next-generation experiment is to filter raw data for
quality. Here, through a rigorous filtration, we lost 45% to 55% of our data, largely
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because ≈70% of our paired-end reads could be merged into a single read. The re-
sulting quality of the data was high; for all but one capture experiment, the average
Phred quality score was the maximum possible (36). Despite this aggressive filtra-
tion, we retained enough data to get high coverage of both nuclear exon regions
(>100×) and the mitochondrial DNA (>1000×).

2. Assembly: In exome capture experiments with non-model organisms, researchers
typically do not know the sequence flanking targets. Because of edge effects, inclu-
sion of just the target sequence will lead to reduced mapping efficiency [39]. Luck-
ily, in exome capture experiments, a portion of the flanking region is also captured
and can be reconstructed using de novo assemblers. Using this approach, we re-
covered an average of 60% additional sequence (Table 2), which largely represents
non-coding sequence surrounding our target exons.

3. Annotation: We annotated the de novo assemblies of the cleaned sequence reads
to identify the targets to which they matched. We successfully assembled 100% of
targeted exons, and the majority of assembled contigs were longer than the target
exons. Many of the assembled contigs did not match any of our targeted exons;
annotating them with the non-redundant (’nr’) NCBI database showed that many
of them were unique genes or genomic sequence (Fig. S10). Although some of these
contigs are thus likely ”biologically real”, we opted for a conservative approach
and excluded them from downstream analyses. These contigs could be analyzed in
future work.

4. Sensitivity: Sensitivity is a measure of what portion of in-target assemblies are rep-
resented by sequence data. Here, every single exon was covered by at least 1×
coverage.

5. Specificity: Specificity is measured as the percentage of cleaned reads that map onto
targeted regions. Depending on the technology, specificity can range from 10% to
90% across experiments [343], but crucially, variance in specificity should be low
within an experiment. Low variance suggests that the procedure worked uniformly
across captures. In this study, we found that specificity ranged from 58.2% to 75.2%
across captures and that variance within an array was low (Table 3; Fig. S4).

6. Coverage metrics: Coverage metrics can show how uniform results are across li-
braries on the same capture and can indicate if coverage responds to other charac-
teristics of the data set as expected. Here, we measured several metrics:

• Correlation of coverage across libraries in a capture: high correlation suggests con-
sistency of capture. As seen in Fig. S5, coverage was highly correlated across
libraries on the same capture (r2 > 0.97).

• Correlation of loci across captures: high correlation suggests that differences in
capture efficiency across loci is due more to locus-specific effects and less due
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to stochastic effects of a given capture experiment. As seen in Fig. S6, coverage
of orthologous loci across different capture experiments was significant and
high (r2 = 0.53 − 0.70).

• Density plots of coverage: ideally, coverage across loci should be tightly dis-
tributed, indicating no strong bias in capture efficiency at a given locus. As
seen in Fig. S7, most loci had about 200× coverage, although there is some
spread in the distribution of coverage across loci.

• Correlation of divergence with coverage: in our experiments, we were capturing
orthologous loci across two sister lineages in a lineage-pair. To ensure no bias
in capture efficiency if the two orthologs were divergent, we included both
orthologs on our array. As such, we would expect to see little correlation of
coverage with sequence divergence. As seen in Fig. S8, we see significant but
low correlation between divergence and coverage (r2 = 0.16 − 0.19).

• Correlation of coverage with GC-content: coverage is expected to have a hump-
shaped relationship with GC-content, such that coverage is low at low- and
high-GC content. We recover this pattern in our data (Fig. S9).

In sum, our results indicate that our exome capture experiments were successful and
that our downstream inference should not be affected by the technical vagaries of the
experiments themselves.
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B.3 Supplemental Figures

infer selection from
transcriptomic data

infer introgression from
exome capture data

from pooled populations

infer selection from
transcriptomic data

Figure B.1: Basic sampling scheme used in this study. Transcriptomic data from geo-
graphically isolated populations were used to infer selection history of loci and to design
arrays; anonymously pooled exome capture data from populations in the hybrid zones
were used to infer introgression extent.
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designed arrays targeting an 
average of 3080 exons (1.83 Mb)

captured sequence from 9 
populations from each of 4 contacts

cleaned, assembled and annotated
exome capture data

identi!ed variable sites

calculated allele frequencies 
at variable sites

inferred patterns of introgression
at variable sites

!ltered variable sites for quality

Figure B.2: Summary of bioinformatics and inference pipeline used in this study.
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Figure B.3: Density histograms comparing distributions of summary statistics for all tran-
scripts sequenced for focal lineages (in red) and for the subset of transcripts used on ex-
ome capture arrays (in blue).
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Figure B.4: Specificity, or proportion of cleaned reads mapping onto target, summarized
across all libraries for each contact.

Figure B.5: For a randomly selected contact zone (Carlia rubrigularis N/S), correlation in
coverage between different libraries from the same transect. The red dotted line is at
unity.
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Figure B.6: For orthologs across multiple arrays, correlation in coverage between different
contact zones. The red dotted line is at unity.
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Figure B.7: Density plots of locus-wide coverage, with frequencies shown on the left y-
axis. The dotted line shows accumulation of coverage across increasing coverage levels,
with percentages shown on the right y-axis.
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Figure B.8: Correlation between coverage and net divergence at loci.
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Figure B.9: Correlation between coverage and GC-content at loci.
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Figure B.10: Analysis of where unannotated contigs from the exome capture assemblies
matched, based on BLAST searches against the NCBI ’nr’ database.



APPENDIX B. SUPPLEMENTARY INFORMATION FOR CHAPTER 3 154

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
20

00
0

60
00

0

coverage:50

allele freq.
Fr

eq
ue

nc
y

0.0 0.2 0.4 0.6 0.8 1.0
0

40
00

80
00

12
00

0 coverage:50

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

coverage:50

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

coverage:50

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
20

00
0

60
00

0

coverage:100

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
40

00
80

00
12

00
0

coverage:100

allele freq.
Fr

eq
ue

nc
y

0.0 0.2 0.4 0.6 0.8 1.0
0

50
00

15
00

0

coverage:100

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

coverage:100

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
20

00
0

50
00

0

coverage:200

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
10

00
0

15
00

0 coverage:200

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

25
00

0 coverage:200

allele freq.
Fr

eq
ue

nc
y

0.0 0.2 0.4 0.6 0.8 1.0
0

50
00

15
00

0

coverage:200

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
20

00
0

40
00

0
60

00
0

coverage:500

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
10

00
0

15
00

0 coverage:500

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

25
00

0 coverage:500

allele freq.

Fr
eq

ue
nc

y

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

coverage:500

Figure B.11: Results from toy simulations exploring role of sampling drift in inferring
allele frequencies from pooled populations. The dotted red line indicates the true allele
frequency.
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Figure B.12: Correlation between known allele frequencies (as measured in [326]) and es-
timated allele frequencies, as calculated by sequencing anonymously pooled populations.
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Figure B.13: Variance in allele frequency estimates across fixed single nucleotide polymor-
phism (SNPs) in the mitochondrial genome (mtDNA). As mtDNA does not recombine,
all SNPs should have the same allele frequency.
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Figure B.14: Type of clines inferred at those SNPs that passed through filtering.
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Figure B.15: A random sampling of clines (N = 100) for the four contact zones in this
study, with lineage-pairs arranged from least divergent to most divergent from top to
bottom.
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Figure B.16: Outlier types, illustrated here by five randomly chosen examples from Lam-
propholis coggeri N/C (the least divergent lineage-pair) and L. coggeri C/S (the most diver-
gent lineage-pair).
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Figure B.17: Frequency histograms for width of clines in each hybrid zone; clines identi-
fied as ”narrow” (left side of distribution) and ”wide” outliers (right side of distribution)
highlighted in red.



APPENDIX B. SUPPLEMENTARY INFORMATION FOR CHAPTER 3 161

center

D
en

sit
y

-6000 -2000 0 2000 4000

0e
+0

0
1e

-0
4

2e
-0

4
3e

-0
4

skew: -0.91
p-val < 1e-20

center

D
en

sit
y

-10000 0 10000 30000

0e
+0

0
2e

-0
5

4e
-0

5
6e

-0
5

8e
-0

5

skew: 0.97
p-val < 1e-20

center

D
en

sit
y

-1000 0 500 1500

0.
00

00
0.

00
10

0.
00

20

skew: 1.6
p-val < 1e-20

center

D
en

sit
y

-50 0 50 100

0.
00

0
0.

01
0

0.
02

0 skew: 0.45
p-val < 1e-20

S. basiliscus N/CL. coggeri N/C

C. rubrigularis N/S L. coggeri C/S

Figure B.18: Distributions of cline center values for each contact zone, shifted so that the
median of the distribution is centered at zero. The dotted black line marks the mean of
the distribution.
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B.4 Supplemental Tables

contact population name sample
size latitude longitude

transect
location

(m)
C. rubrigularis N/S pop1 16 -17.156 145.564 764
C. rubrigularis N/S pop2 16 -17.154 145.569 1278
C. rubrigularis N/S pop3 16 -17.153 145.578 2334
C. rubrigularis N/S pop4 16 -17.147 145.581 2676
C. rubrigularis N/S pop5 16 -17.148 145.586 3175
C. rubrigularis N/S pop6 16 -17.143 145.590 3689
C. rubrigularis N/S pop7 16 -17.133 145.616 6732
C. rubrigularis N/S parental N 5 -16.611 145.452 NA
C. rubrigularis N/S 10 km N 16 -17.075 145.596 NA
C. rubrigularis N/S 10 km S 16 -17.205 145.679 NA
C. rubrigularis N/S parental S 5 -17.694 145.695 NA

L. coggeri C/S pop1 14 -17.172 145.687 0
L. coggeri C/S pop2 16 -17.205 145.679 3730
L. coggeri C/S pop3 16 -17.215 145.687 4764
L. coggeri C/S pop4 16 -17.215 145.686 4803
L. coggeri C/S pop5 16 -17.215 145.688 4829
L. coggeri C/S pop6 16 -17.220 145.695 5319
L. coggeri C/S pop7 16 -17.273 145.663 11295
L. coggeri C/S parental N 5 -16.976 145.777 NA
L. coggeri C/S 10 km N 16 -17.142 145.629 NA
L. coggeri C/S 10 km S 16 -17.295 145.712 NA
L. coggeri C/S parental S 5 -17.676 145.713 NA
L. coggeri N/C pop1 15 -16.659 145.480 3497
L. coggeri N/C pop2 16 -16.660 145.485 4075
L. coggeri N/C pop3 16 -16.664 145.492 4988
L. coggeri N/C pop4 16 -16.664 145.496 5546
L. coggeri N/C pop5 15 -16.666 145.500 6029
L. coggeri N/C pop6 16 -16.671 145.503 6419
L. coggeri N/C pop7 16 -16.675 145.506 6740
L. coggeri N/C parental N 5 -16.579 145.315 NA
L. coggeri N/C 10 km N 15 -16.617 145.458 NA
L. coggeri N/C 10 km S 16 -16.753 145.593 NA
L. coggeri N/C parental S 5 -16.976 145.777 NA

S. basiliscus N/C pop1 16 -17.608 145.772 0
S. basiliscus N/C pop2 10 -17.608 145.768 679
S. basiliscus N/C pop3 7 -17.626 145.744 4494
S. basiliscus N/C pop4 16 -17.665 145.723 7881
S. basiliscus N/C pop5 14 -17.655 145.717 8893
S. basiliscus N/C pop6 8 -17.673 145.715 9414
S. basiliscus N/C pop7 8 -17.694 145.695 12707
S. basiliscus N/C parental N 15 -17.292 145.634 NA
S. basiliscus N/C 10 km N 5 -17.579 145.697 NA
S. basiliscus N/C 10 km S 5 -17.699 145.523 NA
S. basiliscus N/C parental S 16 -18.199 145.849 NA

Table B.1: Summary of geographic locations and sample sizes of populations in the tran-
sect zone.
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contact number of
targets

total length
as designed

(bp)

number of
probes

total target
length as

assembled (bp)
C. rubrigularis N/S 3224 1.86e6 9.70e5 3.02e6

L. coggeri C/S 3333 1.83e6 9.57e5 3.08e6
L. coggeri N/C 2889 1.81e6 9.69e5 3.62e6

S. basiliscus N/C 2870 1.82e6 9.68e5 2.95e6

Table B.2: Summary of exome capture array designs and resulting assemblies.
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contact population
name

raw
data
(bp)

cleaned
data
(bp)

% of
raw
data
kept

avg.
quality
score
(post-

cleanup)

specificity
avg.

exonic
cov.

avg.
mtDNA

cov.

C. rubrigularis N/S 10 km N 4.8e9 2.2e9 46.7% 35 62.9% 351 1026
C. rubrigularis N/S 10 km S 3.5e9 1.6e9 46.4% 35 65.4% 267 260
C. rubrigularis N/S pop1 2.9e9 1.3e9 45.4% 35 67.8% 224 943
C. rubrigularis N/S pop2 6.8e9 3.2e9 46.8% 35 62.8% 488 1057
C. rubrigularis N/S pop3 5.9e9 2.8e9 47.4% 35 62.2% 433 1055
C. rubrigularis N/S pop4 6.5e9 3.0e9 46.1% 35 62.6% 463 1005
C. rubrigularis N/S pop5 8.0e9 3.8e9 47.9% 35 65.8% 545 1047
C. rubrigularis N/S pop6 5.4e9 2.5e9 46.3% 35 58.2% 410 478
C. rubrigularis N/S pop7 1.0e10 4.8e9 46.4% 35 57.4% 665 528

L. coggeri C/S 10 km N 2.2e9 1.2e9 55.3% 36 69.9% 381 7792
L. coggeri C/S 10 km S 2.5e9 1.4e9 55.3% 36 72.5% 325 7680
L. coggeri C/S pop1 6.1e9 3.3e9 54.2% 36 65.8% 285 7721
L. coggeri C/S pop2 5.4e9 3.0e9 55.7% 36 64.6% 265 7682
L. coggeri C/S pop3 5.5e9 3.1e9 55.4% 36 68.3% 273 7781
L. coggeri C/S pop4 4.3e9 2.4e9 55.9% 36 68.8% 505 7778
L. coggeri C/S pop5 5.3e9 2.9e9 55.2% 36 71.1% 743 7788
L. coggeri C/S pop6 4.0e9 2.2e9 55.0% 36 67.7% 198 7691
L. coggeri C/S pop7 1.4e9 8.1e8 58.6% 36 75.2% 514 7681
L. coggeri N/C 10 km N 4.9e9 2.9e9 58.6% 36 65.9% 216 1011
L. coggeri N/C 10 km S 4.3e9 2.5e9 57.8% 36 65.2% 248 7296
L. coggeri N/C pop1 3.3e9 2.0e9 59.3% 36 70.8% 534 2557
L. coggeri N/C pop2 3.6e9 2.0e9 57.6% 36 63.6% 478 6370
L. coggeri N/C pop3 3.5e9 2.0e9 58.2% 36 66.8% 506 2539
L. coggeri N/C pop4 6.8e9 3.8e9 56.7% 36 66.3% 408 7253
L. coggeri N/C pop5 1.0e10 5.8e9 56.6% 36 71.7% 485 7336
L. coggeri N/C pop6 2.3e9 1.4e9 59.0% 36 65.6% 381 7383
L. coggeri N/C pop7 7.1e9 4.1e9 57.8% 36 63.4% 149 7266

S. basiliscus N/C 10 km N 4.8e9 2.7e9 55.3% 36 65.9% 424 7459
S. basiliscus N/C 10 km S 5.5e9 2.9e9 53.9% 36 67.4% 478 7476
S. basiliscus N/C pop1 3.0e9 1.7e9 56.3% 36 67.4% 272 5272
S. basiliscus N/C pop2 2.0e9 1.1e9 55.1% 36 66.2% 197 6392
S. basiliscus N/C pop3 5.8e9 3.2e9 55.5% 36 65.5% 504 7562
S. basiliscus N/C pop4 4.9e9 2.7e9 54.9% 36 65.6% 437 7595
S. basiliscus N/C pop5 2.5e9 1.4e9 55.3% 36 71.1% 247 6331
S. basiliscus N/C pop6 6.7e9 3.8e9 56.8% 36 71.8% 609 7480
S. basiliscus N/C pop7 8.5e9 4.7e9 55.4% 36 68.2% 769 7529

Table B.3: Summary of data collected, coverage, and specificity across sequenced popula-
tions.
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contact SNPs pre-
filtering

SNPs
post-

filtering

non-
coding
SNPs

non-
synonymous

SNPs

synonymous
SNPs

C. rubrigularis N/S 112098 44505 17290 9062 18153
L. coggeri C/S 129153 49354 16397 10291 22666
L. coggeri N/C 242578 79192 29388 15364 34440

S. basiliscus N/C 180056 57007 15098 13192 28717

Table B.4: Summary of single nucleotide polymorphisms (SNPs) identified. Non-coding
SNPs are those in intronic and untranslated regions.

contact clines fit sweep
outliers

narrow
outliers

wide
outliers

C. rubrigularis N/S 14691 826 735 735
L. coggeri C/S 18081 638 904 906
L. coggeri N/C 10623 927 531 530

S. basiliscus N/C 5836 2621 292 290

Table B.5: Summary of clines fit.
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Appendix C

Supplementary Information for Chapter
4

C.1 Supplementary Figures
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Figure C.1: Gene trees for eight nuclear genes for Saproscincus basiliscus and S. lewisi based
on individual haplotypes, as inferred by maximum-likelihood in RAxML. Color scheme
follows that used in Figure 1.
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Figure C.2: Expected distribution of mito-nuclear divergence ratios for all of the modelled
scenarios across the complete parameter space, A. before fitting and B. after fitting. The
mito-nuclear divergence ratio found in this study is outlined in darker grey.
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Figure C.3: Prior (shown by dotted line) and posterior (shown by bold black line) proba-
bility distributions for parameters of the most likely inferred model (model 5), in which
there is pulsed introgression with more mitochondrial than nuclear gene flow.
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Figure C.4: Results from 100 pseudo-observed data sets, showing the frequency of mis-
classification among the models simulated for the ABC analysis.



APPENDIX C. SUPPLEMENTARY INFORMATION FOR CHAPTER 4 170

diff_nuc

D
en
si
ty

0.000 0.015

0
15
0

30
0

s_average_w_1_nuc

D
en
si
ty

0 2 4
0.
0

0.
3

0.
6

s_average_w_2_nuc

D
en
si
ty

0.0 1.5

0.
0

0.
4

0.
8

diff_mt

D
en
si
ty

0.00 0.15

0
5

15

s_theta_w_1_mt

D
en
si
ty

0 20 50

0.
00

0.
03

s_theta_w_2_mt

D
en
si
ty

0 20 40

0.
00

0.
06

divRatio

D
en
si
ty

0 60

0.
00

0.
03

diff_nuc

D
en
si
ty

0.000 0.015

0
10
0

25
0

s_average_w_1_nuc

D
en
si
ty

0 2 4

0.
0

0.
4

0.
8

s_average_w_2_nuc

D
en
si
ty

0.0 1.5

0.
0

0.
4

diff_mt
D
en
si
ty

0.00 0.15

0
10

20

s_theta_w_1_mt

D
en
si
ty

0 20 50

0.
00

0.
04

s_theta_w_2_mt

D
en
si
ty

0 20 40

0.
00

0.
06

divRatio

D
en
si
ty

0 60

0.
00

0.
03

diff_nuc

D
en
si
ty

0.000 0.015

0
30
00
0

s_average_w_1_nuc

D
en
si
ty

0 2 4

0.
0

0.
4

0.
8

s_average_w_2_nuc

D
en
si
ty

0.0 1.5

0.
0

0.
4

0.
8

diff_mt

D
en
si
ty

0.00 0.15

0
10

25

s_theta_w_1_mt
D
en
si
ty

0 20 50

0.
00

0.
06

s_theta_w_2_mt

D
en
si
ty

0 20 40

0.
00

0.
06

divRatio

D
en
si
ty

0 60

0.
00

0.
06

diff_nuc

D
en
si
ty

0.000 0.015

0
50

15
0

s_average_w_1_nuc

D
en
si
ty

0 2 4

0.
0

0.
2

0.
4

s_average_w_2_nuc

D
en
si
ty

0.0 1.5

0.
0

0.
2

0.
4

diff_mt

D
en
si
ty

0.00 0.15

0
5

10

s_theta_w_1_mt

D
en
si
ty

0 20 50

0.
00

0.
03

s_theta_w_2_mt
D
en
si
ty
0 20 40

0.
00

0.
04

divRatio

D
en
si
ty

0 60

0.
00

0.
03

diff_nuc

D
en
si
ty

0.000 0.015

0
10
0

20
0

s_average_w_1_nuc

D
en
si
ty

0 2 4

0.
0

0.
4

s_average_w_2_nuc

D
en
si
ty

0.0 1.5

0.
0

0.
6

diff_mt

D
en
si
ty

0.00 0.15

0
4

8

s_theta_w_1_mt

D
en
si
ty

0 20 50

0.
00

0.
04

s_theta_w_2_mt

D
en
si
ty

0 20 40

0.
00

0.
10

divRatio

D
en
si
ty

0 60

0.
00
0

0.
02
0

diff_nuc

D
en
si
ty

0.000 0.015

0
60

12
0

s_average_w_1_nuc

D
en
si
ty

0 2 4

0.
0

0.
3

s_average_w_2_nuc

D
en
si
ty

0.0 1.5

0.
0

0.
3

diff_mt

D
en
si
ty

0.00 0.15

0
2
4
6

s_theta_w_1_mt

D
en
si
ty

0 20 50

0.
00

0.
03

s_theta_w_2_mt

D
en
si
ty

0 20 40

0.
00

0.
06

divRatio

D
en
si
ty

0 60

0.
00

0.
02

0.
04

m
or
eN

uc
m
or
eM

ito
so

m
eF

lo
w

an
ce
st
ra
l

pe
ri
pa

tr
ic

si
m
pl
e

Da, nuc Θw, C pop, nuc divRatioΘw, S pop, nuc Da, mt Θw, C pop, mt Θw, S pop, mt

m
od

el
6

m
od

el
5

m
od

el
4

m
od

el
3

m
od

el
2

m
od

el
1

Figure C.5: Posterior predictive results for all six models across all seven summary statis-
tics. Dashed black lines reflect true value of summary statistic for the empirical data.
Some graphs cropped for ease of visibility.



APPENDIX C. SUPPLEMENTARY INFORMATION FOR CHAPTER 4 171

-2 0 2 4

-4
-2

0
2

PC1 (59.0% of variance)

PC
2 

(3
7.

1%
 o

f v
ar

ia
nc

e)
pr

ec
ip

ita
tio

n 
m

ea
su

re
s

temperature measures

S. lewisi
S. basiliscus (N)
S. basiliscus (C)
S. basiliscus (S)

Figure C.6: PCA of climatic variables (Bioclim) grouped by mitochondrial lineage; PCA
performed using prcomp in R. Color scheme follows that used in Figure 1.

C.2 Supplementary Tables

SampleID Mito Seq Nuc Seq Mito Type Bioregion Latitude Longitude
AA1054 yes no C LE -18.63355 145.873
AA1078 yes no C LE -18.63355 145.873
AA1091 yes no C CC -17.7767 145.555517
AA1098 yes no C LE -18.626866 145.876
BP185 yes no N AU-EE -17.217 145.717
BP935 yes no N LU -17.15200016 145.55732647

CJS1105 yes no N MT-S -17.0916661 145.8783332
CJS1106 yes no N MT-S -17.0916661 145.8783332
CJS1107 yes no N MT-S -17.0916661 145.8783332
CM13 yes no N AU-WR -17.4393191 145.85802863
CM15 yes no N CC -17.4393191 145.85802863

CONX1093 yes yes S EU -19.47726321 146.9863644
CONX1508 yes no N AU-HR -17.419093 145.837212
CONX1511 yes no N BM -16.79257934 145.648749
CONX1560 yes no N AU-HR -17.419093 145.837212
CONX1570 yes no N BM -16.84452 145.64165
CONX1571 yes no N AU-HR -17.419093 145.837212
CONX1923 yes no N BM -16.82672377 145.6474281
CONX1923 yes yes N BM -16.82672377 145.6474281
CONX582 yes no C CC -17.7767 145.555517

Elliot1 yes yes S EU -19.47726321 146.9863644
Elliot1 yes yes S EU -19.47726321 146.9863644

NSF107 yes no N AU-KO -17.609193 145.772248
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SampleID Mito Seq Nuc Seq Mito Type Bioregion Latitude Longitude
NSF111 yes no N AU-KO -17.609193 145.772248
NSF156 yes no N CC -17.86911586 146.0671699
NSF190 yes no N AU-KO -17.609193 145.772248
NSF54 yes no N BM -16.73142476 145.56873628

NSF95b yes no SL FUS -15.80077343 145.30805244
S3324 yes no S EU -19.455117 146.955233
S3831 yes no C AU-WR -17.607714 145.771707

SEW00002 yes no C KU -18.18893517 145.7430523
SEW00004 yes no C KU -18.20429394 145.759158
SEW00064 yes no C AU-KO -17.7026933 145.52683015
SEW00090 yes no C AU-KO -17.7467055 145.53227959
SEW00094 yes no C AU-KO -17.74641775 145.5336776
SEW00103 yes no C AU-KO -17.7467285 145.5293183
SEW00134 yes no C AU-KO -17.73954783 145.5663896
SEW00146 yes no C AU-KO -17.70066965 145.5244897
SEW00153 yes no C AU-KO -17.69954396 145.5238012
SEW00207 yes no C KU -18.19161507 145.7493582
SEW00246 yes no C KU -18.20755576 145.7618865
SEW00286 yes no C KU -18.20735781 145.7606209
SEW00299 yes no C KU -18.22828306 145.8113783
SEW00308 yes no C KU -18.22828306 145.8113783
SEW00380 yes no C AU-KO -17.70193123 145.52522419
SEW00409 yes no C AU-KO -17.70615356 145.5267359
SEW00507 yes no S SU -19.00315739 146.2025699
SEW00530 yes no S SU -19.01432954 146.2094526
SEW00537 yes no C AU-KO -17.74849494 145.5238814
SEW00544 yes no C AU-KO -17.74739204 145.5274268
SEW00602 yes yes S SU -19.0113899 146.1737139
SEW00604 yes no S SU -19.01432344 146.2080274
SEW00618 yes no S SU -19.00315739 146.2025699
SEW00671 yes no S SU -18.93975617 146.1482446
SEW00672 yes no S SU -18.93975617 146.1482446
SEW00686 yes no S SU -18.93280954 146.1429618
SEW00687 yes no S SU -18.93280954 146.1429618
SEW00763 yes no N AU-EE -17.37413903 145.7179621
SEW00764 yes no N AU-EE -17.37413903 145.7179621
SEW00865 yes no N AU-EE -17.37939275 145.7628676
SEW00867 yes no N AU-EE -17.38038636 145.7613267
SEW00891 yes no C KU -18.16899315 145.7255172
SEW00896 yes no C KU -18.16898374 145.7240993
SEW00914 yes no C KU -18.21463992 145.7972869
SEW00941 yes no C KU -18.17053157 145.6337713
SEW00944 yes yes S SU -18.94557696 146.192919
SEW00970 yes no N TL -16.26076434 145.44197545
SEW00971 yes no N TL -16.18733066 145.41198963
SEW00976 yes no SL TL -15.96592289 145.3565003
SEW01199 yes yes C KU -18.16639336 145.7286651
SEW01200 yes yes C KU -18.16639336 145.7286651
SEW01201 yes no C KU -18.16639336 145.7286651
SEW01202 yes no C KU -18.16639336 145.7286651
SEW01253 yes no C KU -18.20718751 145.7636384
SEW01260 yes no S SU -18.94566319 146.1919688
SEW01263 yes no S SU -18.94488885 146.190548
SEW01276 yes yes S SU -18.93573731 146.1647133
SEW01315 yes yes S HIU -18.41273076 146.2808844
SEW01338 yes no S HIU -18.41419035 146.2820808
SEW01354 yes yes S HIU -18.41419035 146.2820808
SEW01365 yes no S HIU -18.41527554 146.2822562
SEW01413 yes no S HIU -18.36104827 146.2468732
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SampleID Mito Seq Nuc Seq Mito Type Bioregion Latitude Longitude
SEW01454 yes no S HIU -18.36059899 146.2452472
SEW01524 yes no SL FUN -15.71031105 145.2631983
SEW01532 yes no SL FUN -15.70887087 145.2605143
SEW01533 yes no SL FUN -15.70887087 145.2605143
SEW01591 yes no N AU-HR -17.43279395 145.4865371
SEW01596 yes no N AU-HR -17.43279395 145.4865371
SEW01601 yes no N AU-HR -17.30021379 145.4226987
SEW01602 yes no N AU-HR -17.30021379 145.4226987
SEW01603 yes no N AU-HR -17.30141511 145.422632
SEW01613 yes no N AU-HR -17.30141511 145.422632
SEW01614 yes no N AU-HR -17.30141511 145.422632
SEW02010 yes no C AU-KO -17.70193123 145.5252242
SEW02041 yes no C AU-KO -17.70435718 145.5269863
SEW02073 yes yes S SU -19.01432954 146.2094526
SEW02097 yes no C KU -18.19300284 145.7459919
SEW02107 yes yes C KU -18.19010301 145.7447552
SEW02110 yes yes C KU -18.19010301 145.7447552
SEW02149 yes no C KU -18.2060096 145.7645544
SEW02156 yes no C KU -18.19300284 145.7459919
SEW02209 yes no N AU-EE -17.38496653 145.7436762
SEW02220 yes no N AU-BF -17.37222402 145.772798
SEW02223 yes yes S SU -18.94566319 146.1919688
SEW02337 yes no N TU -16.10239947 145.33158153
SEW02358 yes no N TU -16.10239947 145.33158153
SEW02390 yes yes N TU -16.10239947 145.3315815
SEW02903 yes yes SL TL -16.14070433 145.5418915
SEW02923 yes yes SL TL -16.07100738 145.4609778
SEW02925 yes no SL TL -16.03966553 145.4597888
SEW03075 yes yes SL FUN -15.70887087 145.2605143
SEW03079 yes yes SL FUN -15.70887087 145.2605143
SEW03123 yes no SL FUN -15.71428072 145.2771873
SEW03125 yes yes SL FUN -15.71428072 145.2771873
SEW03173 yes no N AU-CE -17.35788151 145.5853862
SEW03195 yes no N AU-HR -17.42582472 145.48507898
SEW03567 yes no N AU-WR -17.60389203 145.6316353
SEW03568 yes no N AU-WR -17.60369044 145.6299312
SEW03569 yes yes N AU-WR -17.60369044 145.6299312
SEW03571 yes no N AU-WR -17.60369044 145.6299312
SEW03572 yes no N AU-WR -17.6029758 145.6324338
SEW03627 yes no C AU-KO -17.70435718 145.52698628
SEW03646 yes no C AU-WR -17.67066916 145.7167358
SEW03662 yes no N AU-WR -17.65453809 145.71675588
SEW03673 yes no N AU-WR -17.646815 145.716994
SEW03808 yes no N AU-WR -17.60822594 145.76978113
SEW03810 yes no N AU-WR -17.607714 145.771707
SEW03824 yes no N AU-WR -17.60771377 145.77170705
SEW03831 yes no N AU-WR -17.60771377 145.77170705
SEW03833 yes no N AU-WR -17.60771377 145.77170705
SEW03835 yes no N AU-WR -17.60771377 145.77170705
SEW03842 yes no N AU-WR -17.60782846 145.77416589
SEW04059 yes no N AU-WR -17.60389203 145.6316353
SEW04074 yes no C AU-WR -17.65453809 145.7167559
SEW04085 yes yes C AU-WR -17.67300424 145.7145039
SEW04273 yes no N TU -16.17365844 145.36560323
SEW04280 yes yes N AU-CE -17.29164954 145.633634
SEW04309 yes no N AU-CE -17.29164954 145.633634
SEW04314 yes no N AU-CE -17.29164954 145.633634
SEW04316 yes no N AU-CE -17.29164954 145.633634
SEW04317 yes no N AU-CE -17.29164954 145.633634
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SampleID Mito Seq Nuc Seq Mito Type Bioregion Latitude Longitude
SEW04320 yes no N AU-CE -17.29164954 145.633634
SEW04412 yes yes N TL -16.22568908 145.4356663
SEW04420 yes yes N TL -16.23876843 145.4323075
SEW04425 yes no N CC -17.27028595 145.9000977
SEW04426 yes no N CC -17.27028595 145.9000977
SEW04446 yes yes N CC -17.27028595 145.9000977
SEW04495 yes yes C LE -18.56287121 145.7781074
SEW04498 yes no C LE -18.56287121 145.7781074
SEW04499 yes no C LE -18.56287121 145.7781074
SEW04500 yes yes C LE -18.56287121 145.7781074
SEW04502 yes no C LE -18.56287121 145.7781074
SEW04503 yes no C LE -18.56287121 145.7781074
SEW04509 yes yes C LE -18.64804384 145.8743075
SEW04510 yes yes C LE -18.64804384 145.8743075
SEW04511 yes no C LE -18.64804384 145.87430752
SEW04521 yes no C LE -18.60066521 145.7997491
SEW04522 yes yes C LE -18.60066521 145.7997491
SEW04523 yes yes C LE -18.60066521 145.7997491
SEW04526 yes no C LE -18.60066521 145.79974907
SEW04527 yes yes C LE -18.60066521 145.7997491
SEW04528 yes yes C LE -18.60066521 145.7997491
SEW04540 yes yes C IL -18.41659035 145.9443368
SEW04549 yes no N AU-WR -17.60041464 145.75773438
SEW04550 yes no N AU-WR -17.60041464 145.75773438
SEW04552 yes no N AU-WR -17.60041464 145.75773438
SEW04553 yes yes N AU-WR -17.60041464 145.7577344
SEW04560 yes no N AU-WR -17.60041464 145.75773438
SEW04663 yes no N AU-CE -17.270286 145.900098
SEW04709 yes no N AU-EE -17.37596268 145.72898
SEW04733 yes no N CC -17.27028595 145.9000977
SEW06069 yes yes C AU-KO -17.70066965 145.5244897
SEW06140 yes yes N CC -17.71884301 145.8582907
SEW06142 yes no N CC -17.71884301 145.85829071
SEW06149 yes yes N CC -17.71884301 145.8582907
SEW06164 yes yes C AU-KO -17.70066965 145.5244897
SEW06165 yes yes C AU-KO -17.70066965 145.5244897
SEW06166 yes yes C AU-KO -17.70066965 145.5244897
SEW06185 yes yes N CC -17.71884301 145.8582907
SEW06217 yes no N AU-WR -17.46244433 145.47372287
SEW06226 yes yes C AU-KO -17.70066965 145.5244897
SEW06227 yes yes C AU-KO -17.70066965 145.5244897
SEW06239 yes no S SU -19.00970563 146.2359729
SEW06240 yes no S SU -19.00970563 146.2359729
SEW06241 yes yes S SU -19.00970563 146.2359729
SEW06554 yes yes N CU -16.58640134 145.2976211
SEW06585 yes no N AU-WR -17.60822594 145.76978113
SEW06587 yes no N AU-WR -17.60822594 145.76978113
SEW06590 yes no N AU-WR -17.60822594 145.76978113
SEW06593 yes no N AU-WR -17.60834065 145.76788616
SEW06676 yes yes N WU -16.2933914 145.0550757
SEW06677 yes yes N WU -16.2933914 145.0550757
SEW06678 yes yes N WU -16.2933914 145.0550757
SEW06681 yes no SL FUS -15.798097 145.292914
SEW06682 yes no SL FUS -15.798097 145.292914
SEW06684 yes no SL TL -16.06932544 145.462103
SEW06685 yes no SL TL -16.06932544 145.462103
SEW06686 yes no SL TL -16.06932544 145.462103
SEW06687 yes no SL TL -16.06932544 145.462103
SEW06688 yes no SL TL -16.07247659 145.4629481
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SampleID Mito Seq Nuc Seq Mito Type Bioregion Latitude Longitude
SEW06689 yes no SL TL -16.07247659 145.4629481
SEW06708 yes yes N ML -16.39489254 145.3263035
SEW06709 yes yes N ML -16.39489254 145.3263035
SEW06710 yes yes N BM -16.59619409 145.3386099
SEW06711 yes yes N BM -16.59619409 145.3386099
SEW06748 yes no SL TL -16.12400242 145.4570634
SEW06749 yes yes SL TL -16.12400242 145.4570634
SEW06750 yes no SL TL -16.12400242 145.4570634
SEW06751 yes no N TL -16.13770459 145.44109023
SEW06752 yes no SL TL -16.13530768 145.451983
SEW06753 yes no SL TL -16.06932544 145.462103
SEW06842 yes no N AU-WR -17.60771377 145.77170705
SEW06847 yes no N AU-WR -17.60822594 145.76978113
SEW06848 yes no N AU-WR -17.60929842 145.76640954
SEW06849 yes no N AU-WR -17.60834065 145.76788616
SEW06851 yes no N AU-WR -17.60929842 145.76640954
SEW07192 yes yes N CC -17.34212279 145.8715333
SEW07463 yes no N AU-WR -17.60822594 145.76978113
SEW07464 yes yes N AU-WR -17.60782846 145.7741659
SEW07467 yes no N CC -17.71700607 145.85944334
SEW07469 yes no C AU-WR -17.67300424 145.71450386
SEW07476 yes yes N AU-WR -17.65453809 145.7167559
SEW07484 yes yes N BM -16.59615922 145.3387696
SEW07510 yes no N AU-WR -17.59933189 145.63606075
SEW07518 yes no C AU-WR -17.67300424 145.71450386
SEW07519 yes no C AU-WR -17.67300424 145.71450386
SEW07523 yes no C AU-WR -17.67300424 145.71450386
SEW07561 yes no C AU-WR -17.67465474 145.71400192
SEW07673 yes yes S SU -19.01401504 146.1179481
SEW07780 yes no N AU-WR -17.60834065 145.76788616
SEW07781 yes no N AU-WR -17.60929842 145.76640954
SEW07784 yes no N AU-WR -17.57892097 145.69414024
SEW07785 yes yes N AU-WR -17.65745561 145.7193086
SEW07786 yes no C AU-WR -17.65745561 145.71930856
SEW07787 yes no C AU-WR -17.65633657 145.71677141
SEW07788 yes yes N AU-WR -17.65837891 145.7209328
SEW07789 yes yes N AU-WR -17.65645828 145.717421
SEW07790 yes no N AU-WR -17.599331 145.63606
SEW07791 yes yes N AU-WR -17.57942142 145.69739669
SEW07812 yes yes S SU -19.01490811 146.166295
SEW07814 yes yes S SU -19.00228035 146.208778
SEW07817 yes yes S SU -19.01118481 146.2244222
SEW07820 yes yes S SU -19.00300099 146.2449817
SEW07853 yes yes N AU-EE -17.215078 145.68531418
SEW07857 yes yes N AU-CE -17.25901629 145.6523658
SEW07858 yes no N AU-CE -17.25901629 145.6523658
SEW08016 yes yes N AU-CE -17.24900958 145.6306001
SEW08037 yes no N AU-EE -17.37479509 145.7429832
SEW08042 yes yes N AU-EE -17.21500597 145.6881263
SEW08047 yes yes N AU-EE -17.17218046 145.6569432
SEW08049 yes no N AU-EE -17.17470235 145.65837287
SEW08071 yes yes N AU-CE -17.25942694 145.6091822
SEW08400 yes no N AU-WR -17.645835 145.732304
SEW08401 yes no N AU-WR -17.645835 145.732304
SEW08402 yes no N AU-WR -17.645835 145.732304
SEW08403 yes no N AU-WR -17.645835 145.732304
SEW08404 yes yes SL TL -16.069117 145.462404
SEW08405 yes yes SL TL -16.174416 145.430684
SEW08406 yes no SL TL -16.174416 145.430684
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SampleID Mito Seq Nuc Seq Mito Type Bioregion Latitude Longitude
SEW08437 yes yes S HIL -18.401477 146.32485
SEW08439 yes yes S HIL -18.401477 146.32485
SEW08440 yes yes S HIL -18.401477 146.32485
SEW08558 yes no C AU-WR -17.63499 145.630958
SEW08559 yes no C AU-WR -17.63499 145.630958
SEW08560 yes no C AU-WR -17.63499 145.630958
SEW08561 yes no C AU-WR -17.652706 145.639373
SEW08562 yes no C AU-WR -17.652706 145.639373
SEW08563 yes yes C AU-WR -17.652706 145.639373
SEW08564 yes no C AU-WR -17.652706 145.639373
SEW08565 yes no C AU-WR -17.652706 145.639373
SEW08566 yes no C AU-WR -17.652706 145.639373
SEW08567 yes no C AU-WR -17.652706 145.639373
SEW08568 yes no C AU-WR -17.668272 145.64922
SEW08569 yes no C AU-KO -17.70004 145.672186
SEW08583 yes no SL TL -16.138241 145.441993
SEW08587 yes no SL TL -16.138241 145.441993
SEW08588 yes no SL TL -16.138241 145.441993
SEW08589 yes yes SL TL -16.138349 145.44807
SEW08590 yes no SL TL -16.138349 145.44807
SEW08591 yes no SL TL -16.138349 145.44807
SEW08593 yes no SL TL -16.138349 145.44807
SEW08594 yes no SL TL -16.138349 145.44807
SEW08595 yes no SL TL -16.138349 145.44807
SEW08596 yes no SL TL -16.138349 145.44807
SEW08597 yes yes SL TU -16.076997 145.459913
SEW08598 yes no SL TU -16.076997 145.459913
SEW08599 yes no SL TU -16.075896 145.447611
SEW08609 yes yes N TU -16.076054 145.443226
SEW08611 yes yes N TL -16.22903 145.446856
SEW08612 yes no SL TU -16.170097 145.443099
SEW08613 yes yes SL TU -16.170097 145.443099
SEW08626 yes no N AU-WR -17.613102 145.757893

SWS14 yes no C LE -18.49666612 145.7649959
Table C.1: Data on sampled individuals
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locus primer sequence annealing 
temperature length reference

B-globin Bglo1CR 5’GCG AAC TGC ACT GYG ACA AG 3' 61oC 660 bp Dolman and Phillips 2004
Bglo2CR 5’GCT GCC AAG CGG GTG GTG A 3’

cmos G73 5’GCG GTA AAG CAG GTG AAG AAA 3’ 57oC 380 bp Saint 1998
G74 5’ TGA GCA TCC AAA GTC TCC AAT 3’

   TPI  LC5 5’TTC TAG CCT ATG AAC CAGTTT GG 3’ 57oC 230 bp Bell et al., 2010
triosephosphate isomerase 

(intron 5)  LC6 5’CCT CAA CTT GTC ATG AAC TTC C 3’

   CRISP LC13 5’TGCTGTAGCCTACTGTCCTCAA 3' 57oC 730 bp this paper
cysteine-rich secretory protein LC14 5’TGCTTATCATGCTCGCTAAGTT 3’

    RPS8 LC17 5’CTC TTG GGC GTA AGA AAG GAG 3’ 57oC 670 bp Bell et al., 2010
40S ribosomal protein S8 

(intron 3) LC18 5’CCG CTC ATC GTA TTT CTT CTG 3’

   LGMN LC29 5’CATTGCCTATATGTATCGTCACAA 3’ 57oC 300 bp this paper
legumain precursor 

asparaginyl endopeptidase LC30 5’AtCCAGATTCACATGCTTCAAT 3’

r35 r35F 5’ GAC TGT GGA YGA YCT GAT CAG TGT GGT GCC 3’ 65oC 640 bp Leache 2009
r35R 5’ GCC AAA ATG AGS GAG AAR CGC TTC TGA GC 3’

rho Rho3CR 5’CCTTGCCTGGACACCCTATGCTG 3’ 61oC 370 bp Dolman and Phillips 2004
Rho4CR 5’ CAGGAGAGACCCTCACATTG 3’

ND4 ND4 5’ CACCTATGACTACCAAAAGCTCATGTAGAAGC 3’ 57oC 850 bp Arevalo et al, 1994
LEU 5’ CATTACTTTTACTTGGATTTGCACCA 3’

Table C.2: Loci used in this study, including their associated information.
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model parameter prior distribution
all generation time 1 gen

year
all nuclear mutation rate 5e-10 mutation

site·year

all standard deviation in nuclear
mutation rate 0.2

all mitochondrial mutation rate 7.3e-9 mutation
site·year

all standard deviation in
mitochondrial mutation rate 0.2

all nuclear recombination rate 1e-8 recombinations
site·year

all length of mitochondrial locus 850 bp

all lengths of nuclear loci 200, 200, 280, 350, 500, 550,
560, 600

all population size of S. basiliscus C
lineage, Ne

U∼[1e4,1e7]

all population size of S. basiliscus S
lineage, Ne

U∼[1e4,1e7]

all population size of ancestral
lineage, Na

U∼[1e4,1e7]

all split time, τ U∼[1e3,2e7]

model 2 relative size of peripatric
lineage U∼[0.001,0.5]

model 2 growth rate of peripatric lineage 10U∼[0.3,2.7]

model 3 migration rate between
ancestral populations, M U∼[0,1.0]

model 3 length for ancestral population
structure in years U∼[1e3,2e7]

models 4 - 6 length of pulsed gene flow in
years τ· U∼[0.0001,0.2]

models 4 - 6 start of pulsed gene flow, years
before present τ· U∼[0.0001,0.2]

models 4 - 6 gene flow from S. basiliscus C
lineage to S lineage, M 10U∼[−2,2]

models 4 - 6 gene flow from S. basiliscus S
lineage to C lineage, M 10U∼[−2,2]

model 5 asymmetry in gene flow, Mmito·4
Mnuc

U∼[10,1000]
model 6 asymmetry in gene flow, Mnuc

Mmito·4 U∼[10,1000]

Table C.3: Prior distributions for parameters used in simulating data sets for the Approx-
imate Bayesian Computation (ABC) analysis.
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model Type I error Type II error
model 1, simple split 0.48 0.638
model 2, peripatric 0.36 0.632

model 3, ancestral structure 0 0
model 4, some gene flow 0.77 0.558

model 5, more mitochondrial 0.16 0.475
model 6, more nuclear 0.77 0.597

Table C.4: Type I and Type II errors for model mis-classification based on pseudo-
observed data set analysis.
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Appendix D

Supplementary Information for Chapter
5

D.1 Additional Information on Simulations
To investigate the behavior of clines and disequilibrium statistics under a number of sce-
narios, we simulated secondary contact between two isolated lineages using the forward-
time program simuPOP [273]. Here, we report additional rationale for how we designed
the simulations and why we chose the parameter space we did (Fig. S5, Table S4). First,
we simulated a hybrid zone as a one-dimensional chain of demes, even though species
exist in two-dimensional space. This simplification was appropriate because (1) cline the-
ory is applied to linear transects [100] and (2) one-dimensional systems generally approx-
imate the behavior of two-dimensional systems. Second, we simulated sixty populations,
as we found (1) it minimized edge effects, (2) unlike if we used fewer demes, it allowed
us to look at changes in clines over longer periods of time, and (3) any greater number of
demes significantly slowed down simulation speed. Third, dispersal, as used here, does
not translate directly to any physical measure as it is given in terms of deme number.
Thus, these simulations should apply to a wide range of organisms with varied dispersal
capabilities. Fourth, fitness was characterized as a multiplicative selection model, which
is most appropriate for a complex trait like fitness that likely has a polygenic model of
inheritance. Further, although this model’s assumption that all loci contribute evenly
to fitness is biologically unrealistic, it is a necessary simplification. We simulated under
the full possible range of fitness values, from no selection to nearly complete selection
against hybrids. Finally, to model assortative mating, we used a ”group-based model”, in
which individuals mate preferentially with those who are of similar ancestry [105]. Here,
this effectively becomes a multilocus model of assortative mating. Most other hybrid
zone models use a one-locus or two-locus assortative mating model [320]; although this
model has support from biological systems [183, 323], it is likely that both the phenotypes
of female preference and male traits generally have a polygenic basis. In this case, an



APPENDIX D. SUPPLEMENTARY INFORMATION FOR CHAPTER 5 181

ancestry-based model is appropriate. As with selection, we looked at the outcomes of the
model under the full range of assortative mating, from random mating to nearly complete
assortative mating.

D.2 Supplementary Figures
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Figure D.1: NewHybrids classification of hybrid class of individuals located in the hybrid
zone center.
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Figure D.2: A map of Lake Barrine (shown in light gray), with individual hybrid indices
shown in bold. Regions where hybrids are found are shown in dark grey. Isoclines repre-
sent projected hybrid index values along the lake, as based on a generalized least squares
model (implemented in R package nmle [279]).



APPENDIX D. SUPPLEMENTARY INFORMATION FOR CHAPTER 5 183

R
ij

0.0

0.2

0.4

0.6

0.8

1.0
0.1

0 200 400 600 800

0.3

0 200 400 600 800

0.5

0 200 400 600 800

generations

Fi
s

0.0

0.2

0.4

0.6

0.8
0.1

0 200 400 600 800

0.3

0 200 400 600 800

0.5

0 200 400 600 800

0

0.4

0.8

0.9

0.95

0.99

generations

selection

generations

w
id

th
  (

de
m

es
)

10

20

30

40

50

0.1

0 200 400 600 800

0.3

0 200 400 600 800

0.5

0 200 400 600 800

migration

Figure D.3: Cline width (in demes) at a neutral locus, FIS at a neutral locus, and Rij at
a neutral locus for a range of values for selection against hybrids and migration rates.
Shown for no assortative mating and with 10 loci under selection.
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mating. Shown for migration rate of 0.3 and with 10 loci under selection.
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Figure D.5: A cartoon schematic of how simulations were conducted.
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Name Latitude Longitude N location on transect
Lake Morris, QLD -16.824109 145.640146 12 38 km N

Gillies Lookout, QLD -17.171538 145.68705 17 3.8 km N
Gadgarra Forest, QLD -17.273448 145.663125 18 2.8 km S

S Johnstone River, QLD -17.623924 145.594004 12 45 km S
GilliesTransect 1 -17.204725 145.679049 11 0 m
GilliesTransect 2 -17.205197 145.679384 20 52 m
GilliesTransect 3 -17.209406 145.683135 19 515 m
GilliesTransect 4 -17.210666 145.683765 4 654 m
GilliesTransect 5 -17.212456 145.683809 22 852 m
GilliesTransect 6 -17.214125 145.684747 12 1036 m
GilliesTransect 7 -17.214935 145.685569 18 1041 m
GilliesTransect 8 -17.214589 145.686652 22 1086 m
GilliesTransect 9 -17.214737 145.687169 20 1102 m
GilliesTransect 10 -17.215187 145.688181 21 1151 m
GilliesTransect 11 -17.216708 145.687258 13 1320 m
GilliesTransect 12 -17.21745 145.687347 11 1402 m
GilliesTransect 13 -17.21813 145.687718 15 1477 m
GilliesTransect 14 -17.219121 145.688736 18 1586 m
GilliesTransect 15 -17.219673 145.690143 24 1646 m
GilliesTransect 16 -17.220009 145.690423 14 1683 m
GilliesTransect 17 -17.219659 145.695023 28 1701 m

LakeBarrine 1 -17.252015 145.630107 1
LakeBarrine 2 -17.254058 145.631531 1
LakeBarrine 3 -17.245581 145.63276 1
LakeBarrine 4 -17.255035 145.636904 1
LakeBarrine 5 -17.254427 145.639231 1
LakeBarrine 6 -17.245229 145.639496 1
LakeBarrine 7 -17.246107 145.639687 1
LakeBarrine 8 -17.252836 145.64056 1
LakeBarrine 9 -17.25114 145.640929 1
LakeBarrine 10 -17.248131 145.641093 1
LakeBarrine 11 -17.248276 145.641091 1
LakeBarrine 12 -17.248403 145.641109 1
LakeBarrine 13 -17.247808 145.641368 1
LakeBarrine 14 -17.247954 145.641639 1
LakeBarrine 15 -17.249258 145.64194 1
LakeBarrine 16 -17.252039 145.629656 2
LakeBarrine 17 -17.251924 145.630033 2
LakeBarrine 18 -17.24535 145.633345 2
LakeBarrine 19 -17.245101 145.636723 2
LakeBarrine 20 -17.245139 145.636958 2
LakeBarrine 21 -17.254006 145.639808 2
LakeBarrine 22 -17.248529 145.64109 2
LakeBarrine 23 -17.248131 145.641093 2
LakeBarrine 24 -17.249009 145.6306 3
LakeBarrine 25 -17.255033 145.632709 4
LakeBarrine 26 -17.251095 145.628995 5
LakeBarrine 27 -17.245125 145.638857 5
LakeBarrine 28 -17.244263 145.638346 10

Table D.1: Sampling points for this study.
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D.3 Supplementary Tables

LocusID Primer Sequence
PCR 

Temp.
SNP Location/Type R. Enz. Cutting Pattern Reference

ND4

beta-globin
(intron 2)

LC5/LC6

triosephospohote isomerase (intron 5)

LC17/LC18

40S Ribosomal protein S8 (intron 3)

ABHD5
abhydrolase domain containing protein 5

AUTO
autophagy-related protein 101

NDST2

N-deacetylase/N-sulfotransferase 2

LEMD2

LEM domain-containing protein 2

PCBD1

Pterin-4-alpha-carbinolamine dehydratase

RTN3

reticulon-3

SAR1

GTP-binding protein SAR1a

ND4 5’ CACCTATGACTACCAAAAGCTCATGTAGAAGC 3’ 50 G(C|A)GC CDS, syn. HhaI 900|(530+370) Arevalo et al, 1994

LEU 5’ CATTACTTTTACTTGGATTTGCACCA 3’

Bglo1CR 5’GCG AAC TGC ACT GYG ACA AG 3' 63 GCAG(C|T) intron ApeKI 670|(640+30) Dolman and Phillips 2004

Bglo2CR 5’GCT GCC AAG CGG GTG GTG A 3’

LC5 5’TTC TAG CCT ATG AAC CAGTTT GG 3’ 50 15 bp indel intron -- -- Bell et al., 2010

LC6 5’CCT CAA CTT GTC ATG AAC TTC C 3’

LC17 5’CTC TTG GGC GTA AGA AAG GAG 3’ 53 (A|G)C(A|G)C intron HhaI 630|(400+230) Bell et al., 2010

LC18 5’CCG CTC ATC GTA TTT CTT CTG 3’

F 5’ ACCCCACTTGTTCTTCTCCA 3’ 60 TTC(G|A)AA CDS, syn. BstBI 230|(160+70) this paper

R 5’  TGAGTAAGCAGCTGCCAAAA 3’

F 5’  TGAGCAGGAAAGGCAAATCT 3’ 62 G(G|A)CGCC CDS, syn. BanI 190(170+20) this paper

R 5’ GTGCCAGTGTGTCCTTGATG 3’

F 5’ TCTTGGGGTTGTTTCCAGAC 3’ 60 CC(A|T)TGG
3’UTR, non-

coding
NcoI 440|(230+210) this paper

R 5’ CACTTGGCATTGTGAGCAGT 3’

F 5’ GTGCATTCAAGCAGACCAGA 3’ 60 AAGCT(T|G)
3’UTR, non-

coding
HindIII 240|(140+100) this paper

R 5’ GGCTAGCACTCTCCACCAAG 3’

F 5’ TCTCTCTTGGCTGTGTGGAA 3’ 60 GAA(T|A)C
3’UTR, non-

coding
HinfI 250|(140+110) this paper

R 5’ TAAATCATGTGCCCCCAAAT 3’

F 5’ AACCTGTTCCAACGCAATTC 3’ 60 GAGCT(C|A)
3’UTR, non-

coding
Eco53KI 440|(130+310) this paper

R 5’ TTGAGAAAGGGGAGTTGTGG 3’

F 5’ TAATCACTTTGGCCCACCTC 3’ 56 GTCTA(C|T)
3’UTR, non-

coding
AccI 420|(350+70) this paper

R 5’ TATCGCACAAATGCAAGAGC 3’

Table D.2: Loci used in this study, including their diagnostic SNPs and cutting patterns
with listed restriction enzyme.

Parameter Values
Number of loci under selection 2,5, 10

Assortative mating 0, 0.2, 0.4, 0.6, 0.8
Selection against hybrids 0, 0.2, 0.4, 0.6, 0.8, 0.9, 0.95, 0.99

Migration rates 0.1, 0.3, 0.5
Number of populations 60

Population size 1000
Recombination rates 0.5

Number of neutral loci 10

Table D.3: Parameters for simulation for this study.



188

Appendix E

Supplementary Information for Chapter
6

E.1 Supplementary Figures

extract RNA from tissue
Promega SV Total RNA Isolation Kit

construct libraries and sequence
Illumina TruSeq Kit

do quality-control of reads 
by trimming adaptor and 

low quality sequence
FLASH, Trimmomatic

3scrubReads.pl

assemble data and evaluate assemblies
tested: SOAPdenovo, ABySS, Trinity, Velvet

Trinity
5generateAssemblies.pl

6!nalAssembly.pl
7evaluateAssembly.pl

annotate transcriptome
tested: single genomes, multiple genomes, UniProtKB

lizard genome with BLAST, FrameDB
8annotateAssemblies.pl

 

align reads to pseudo-reference
tested: Bowtie, Bowtie2, BWA, novoalign, smalt, SOAPaligner, Stampy

Bowtie2

call genotypes or SNPs as relevant
tested: ANGSD, read counts, SAMtools, VarScan

SAMtools

biological inference

Figure E.1: Pipeline used in this work, annotated to show (1) different approaches tested
[pink], (2) the approach used for the final analysis [blue], and (3) scripts used, as named
in the DataDryad package [green].
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C. rubrigularis (N/S)
L. coggeri (C/S) 
S. basiliscus (C/S)

L. coggeri (N/C)

A. B.

Lampropholis
coggeri (C) 

Lampropholis
coggeri (S) 

Lampropholis
coggeri (N) 

0.5%
2.7%

7.8%
3.5%

Carlia
rubrigularis (N) 

Carlia
rubrigularis (S) 

8.7%
2.5%

Saproscincus 
basiliscus (S) 

Saproscincus 
basiliscus (C) 

3.6%
0.6%

~15 mya

Figure E.2: A. Phylogeny of the lineages studied in this work. Boxes indicate contacts
studied; the top percentage reflects the mitochondrial divergence between lineages and
the bottom is nuclear. B. A map of the Australian Wet Tropics, with all identified contact
zones represented by black lines. Contacts of interest in this study are labelled.
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Figure E.3: Quality scores in Phred along a read; top graph shows quality prior to cleaning
and filtering, bottom shows quality after cleaning.
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Figure E.4: Identified mismatches between reads from a randomly-selected individual
and the reference sequence, A. expressed in raw numbers and B. as a density distribution.
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Figure E.5: Correlation between contig length and coverage for a randomly-selected final
assembly.
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Figure E.6: Correlation between contig length and polymorphism for a randomly-selected
final assembly.



APPENDIX E. SUPPLEMENTARY INFORMATION FOR CHAPTER 6 193

m
ol

ec
ul

ar
 fu

nc
tio

n

protein tag
neurotransmitter transporter activity

oxygen binding
antioxidant activity

translation regulator activity
translation factor activity - nucleic acid binding

motor activity
electron carrier activity

nuclease activity
ion channel activity

phosphoprotein phosphatase activity
carbohydrate binding

actin binding
chromatin binding

calcium ion binding
peptidase activity

structural molecule activity
lipid binding

protein kinase activity
sequence-speci!c DNA binding transcription factor activity

receptor activity
transcription regulator activity

enzyme regulator activity
receptor binding

DNA binding
nucleotide binding

500 1000 1500

ce
llu

la
r c

om
po

ne
nt

cell envelope
thylakoid

lipid particle
cell wall

peroxisome
plastid
cilium

proteinaceous extracellular matrix
ribosome
lysosome

nuclear envelope
nuclear chromosome

extracellular space
microtubule organizing center

endosome
cytoplasmic membrane-bounded vesicle

endoplasmic reticulum
Golgi apparatus

nucleolus
nucleoplasm

mitochondrion
cytosol

protein complex
plasma membrane

500 1000 1500 2000 2500 3000

bi
ol

og
ic

al
 p

ro
ce

ss

cytoplasm organization
cell recognition

secondary metabolic process
symbiosis encompassing mutualism through parasitism

regulation of gene expression epigenetic
mitochondrion organization

cell growth
viral reproduction

generation of precursor metabolites and energy
translation

cellular homeostasis
response to biotic stimulus

ion transport
behavior

carbohydrate metabolic process
DNA metabolic process

cell-cell signaling
response to abiotic stimulus

cytoskeleton organization
lipid metabolic process

response to endogenous stimulus
protein transport

embryo development
cell proliferation

response to external stimulus
reproduction

cell cycle
cell death

catabolic process
protein modi!cation process

anatomical structure morphogenesis
cell di"erentiation
response to stress

signal transduction

500 1000 1500 2000 2500 3000

number of sequences

Figure E.7: Gene ontology for annotated contigs for a randomly-selected lineage, with
respect to cellular component, biological process, and molecular function.
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Figure E.8: Identify of unannotated contigs from a randomly selected assembly, as iden-
tified from a BLAST search to the NCBI ’nr’ nucleotide database.
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Figure E.9: Correlation in coverage between homologous, annotated contigs for a
randomly-selected lineage-pair.
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Figure E.10: Summary of SNPs found in a randomly-selected lineage-pair, annotated with
respect to SNP and coding type.
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Figure E.11: Top row shows correlation in sequence divergence and bottom row shows
correlation in inferred dN

dS ratios for homologs for a randomly-selected lineage-pair for
three methods of homolog discovery: annotation, in which contigs which share the same
annotation are inferred to be homologous, BLAST, in which reciprocal best-hit BLAST is
used to identify homologs, and SNP methods, in which variant information is used to
reconstruct one homolog with respect to another.
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E.2 Supplementary Tables

individual lineage latitude longitude Locality
SS34 C. rubrigularis N -16.617 145.458 Mount Harris
SS35 C. rubrigularis N -16.617 145.458 Mount Harris
SS37 C. rubrigularis N -16.611 145.452 Mount Harris
SS40 C. rubrigularis N -16.611 145.452 Mount Harris
SS41 C. rubrigularis N -16.611 145.452 Mount Harris
SS48 C. rubrigularis S -17.694 145.694 S. Johnstone River, Sutties Gap Rd
SS50 C. rubrigularis S -17.694 145.694 S. Johnstone River, Sutties Gap Rd
SS52 C. rubrigularis S -17.660 145.722 S. Johnstone River, Sutties Gap Rd
SS56 C. rubrigularis S -17.678 145.710 S. Johnstone River, Sutties Gap Rd
SS57 C. rubrigularis S -17.678 145.710 S. Johnstone River, Sutties Gap Rd

SEW08448 L. coggeri C -16.976 145.777 Lake Morris Rd
SEW08452 L. coggeri C -16.976 145.777 Lake Morris Rd

SS135 L. coggeri C -16.976 145.777 Lake Morris Rd
SS136 L. coggeri C -16.976 145.777 Lake Morris Rd
SS138 L. coggeri C -16.976 145.777 Lake Morris Rd
SS64 L. coggeri N -16.579 145.315 Mount Lewis
SS65 L. coggeri N -16.572 145.322 Mount Lewis
SS67 L. coggeri N -16.578 145.308 Mount Lewis
SS72 L. coggeri N -16.585 145.289 Mount Lewis
SS74 L. coggeri N -16.584 145.302 Mount Lewis
SS54 L. coggeri S -17.660 145.722 S. Johnstone River, Sutties Gap Rd
SS59 L. coggeri S -17.700 145.693 S. Johnstone River, Sutties Gap Rd
SS60 L. coggeri S -17.700 145.693 S. Johnstone River, Sutties Gap Rd
SS62 L. coggeri S -17.676 145.713 S. Johnstone River, Sutties Gap Rd
SS63 L. coggeri S -17.628 145.740 S. Johnstone River, Sutties Gap Rd
SS25 S. basiliscus C -17.295 145.712 Butchers Creek
SS28 S. basiliscus C -17.299 145.701 Butchers Creek
SS29 S. basiliscus C -17.299 145.701 Butchers Creek
SS30 S. basiliscus C -17.299 145.701 Butchers Creek
SS32 S. basiliscus C -17.299 145.701 Butchers Creek

SS127 S. basiliscus S -18.199 145.849 Kirrama Range Rd
SS128 S. basiliscus S -18.199 145.849 Kirrama Range Rd
SS129 S. basiliscus S -18.199 145.849 Kirrama Range Rd
SS130 S. basiliscus S -18.199 145.849 Kirrama Range Rd
SS131 S. basiliscus S -18.199 145.849 Kirrama Range Rd

Table E.1: Individuals included in this study and their associated locality data; individ-
uals are accessioned at the Museum of Vertebrate Zoology at University of California,
Berkeley.
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filtering type rate
duplication 1.4 ± 0.2%

contamination 0.4 ± 1.1%
low-complexity

reads 0.004 ± 0.003%

merging reads 68.7 ± 4.7%

Table E.2: Quality control filtering and their rates for raw data, summarized across seven
lineages.

database annotated
contigs

unique,
annotated

contigs
A. carolinensis 23804 12218

G. gallus 22324 11146
UniProt90 database 26089 12324

Ensembl 9-species database 25838 NA
Ensembl 54-species

database 26601 NA

Table E.3: Number of contigs annotated according to different reference databases for a
randomly selected assembly.

assembly initial
chimerism

final
chimerism

initial stop
codons

final stop
codons

C. rubrigularis, N 4.6% 0.0% 2.6% 0.6%
C. rubrigularis, S 3.7% 0.0% 2.8% 0.8%

L. coggeri, N 10.3% 0.0% 3.3% 1.1%
L. coggeri, C 5.5% 0.0% 3.1% 1.0%
L. coggeri, S 3.9% 0.0% 3.3% 1.0%

S. basiliscus, C 4.4% 0.0% 2.6% 0.6%
S. basiliscus, S 4.0% 0.0% 2.8% 0.7%

Table E.4: Prevalence of chimerism, or percentage of contigs that appeared to consist of
multiple genes misassembled together, and stop codons, or percentage of contigs that
had nonsense mutations, in assemblies, summarized across seven lineages both before
and after the data were run in the annotation pipeline.
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coverage
number of

contigs within
lineage

number of
contigs

between
lineages

10x 3326 ± 494 2606 ± 399
20x 1888 ± 316 1439 ± 245
30x 1311 ± 245 981 ± 178
40x 994 ± 190 741 ± 133
50x 808 ± 157 602 ± 108

Table E.5: Number of annotated contigs which have given coverage for each individual;
shown for one randomly selected lineage-pair.
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